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Abstract—Social Tagging is the process by which many users add metadata in the form of keywords, to annotate and categorize

items (songs, pictures, web links, products, etc.). Social tagging systems (STSs) can provide three different types of

recommendations: They can recommend 1) tags to users, based on what tags other users have used for the same items, 2) items to

users, based on tags they have in common with other similar users, and 3) users with common social interest, based on common tags

on similar items. However, users may have different interests for an item, and items may have multiple facets. In contrast to the current

recommendation algorithms, our approach develops a unified framework to model the three types of entities that exist in a social

tagging system: users, items, and tags. These data are modeled by a 3-order tensor, on which multiway latent semantic analysis and

dimensionality reduction is performed using both the Higher Order Singular Value Decomposition (HOSVD) method and the Kernel-

SVD smoothing technique. We perform experimental comparison of the proposed method against state-of-the-art recommendation

algorithms with two real data sets (Last.fm and BibSonomy). Our results show significant improvements in terms of effectiveness

measured through recall/precision.

Index Terms—Social tags, recommender systems, tensors, HOSVD.
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1 INTRODUCTION

SOCIAL tagging is the process by which many users add
metadata in the form of keywords, to annotate and

categorize songs, pictures, products, etc. Social tagging is
associated to the “Web 2.0” technologies and has already
become an important source of information for recommen-
der systems. For example, music recommender systems
such as Last.fm and MyStrands allow users to tag artist,
songs, or albums. In e-commerce sites such as Amazon,
users tag products to easily discover common interests with
other users. Moreover, social media sites, such as Flickr and
YouTube use tags for annotating their content. All these
systems can further exploit these social tags to improve the
search mechanisms and personalized recommendations.
Social tags carry useful information not only about the items
they label, but also about the users who tagged. Thus, social
tags are a powerful mechanism that reveal three-dimen-
sional correlations between users, tags, and items.

Several social tagging systems (STSs), e.g., Last.fm,
Amazon, YouTube, etc., recommend items to users, based
on tags they have in common with other similar users.
Traditional recommender systems use techniques such as
Collaborative Filtering (CF) [5], [15], [16], [20], which apply

to two-dimensional data, i.e., users and items. Thus, such
systems do not capture the multimodal use of tags. To
alleviate this problem, Tso-Sutter et al. [36] propose a
generic method that allows tags to be incorporated to
standard CF algorithms, by reducing the three-dimensional
correlations to three 2D correlations and then applying a
fusion method to reassociate these correlations.

Another type of recommendation in STSs, e.g., Facebook,
Amazon, etc., is to recommend tags to users, based on what
tags other users have provided for the same items. Tag
recommendations can expose different facets of an informa-
tion item and relieve users from the obnoxious task to come
up with a good set of tags. Thus, tag recommendation can
reduce the problem of data sparsity in STSs, which results
by the unwillingness of users to provide an adequate
number of tags. Recently, several algorithms have been
proposed for tag recommendation [17], [39], which project
the three-dimensional correlations to three 2D correlations.
Then, the two-dimensional correlations are used to build
conceptual structures similar to hyperlink structures that
are used by Web search engines.

A third type of recommendation that can be provided by
STSs is to recommend interesting users to a target user,
opting in connecting people with common interests and
encouraging people to contribute and share more content.
With the term interesting users, we mean those users who
have similar profile with the target user. If a set of tags is
frequently used by many users, then these users sponta-
neously form a group of users with common interests, even
though they may not have any physical or online connec-
tions. The tags represent the commonly interested web
contents to this user group. For example, Amazon recom-
mends to a user who used a specific tag, other new users
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considering them as interesting ones. Amazon ranks them
based on how frequent they used the specific tag.

1.1 Motivation

The three types of recommendations in STSs (i.e., item, tag,
and user recommendations) have been so far addressed
separately by various approaches, which differ significantly
to each other and have, in general, an ad hoc nature. Since
in STSs all three types of recommendations are important,
what is missing is a unified framework that can provide all
recommendation types with a single method.

Moreover, existing algorithms do not consider the three
dimensions of the problem. In contrast, they split the three-
dimensional space into pair relations {user, item}, {user,
tag}, and {tag, item}, that are two-dimensional, in order to
apply already existing techniques like CF, link mining, etc.
Therefore, they miss a part of the total interaction between
the three dimensions. What is required is a method that is
able to capture the three dimensions all together without
reducing them into lower dimensions.

Finally, the existing approaches fail to reveal the latent
associations between tags, users, and items. Latent associa-
tions exist due to three reasons: 1) users have different
interests for an item, 2) items have multiple facets, and
3) tags have different meanings for different users. As an
example, assume two users in an STSs for web bookmarks
(e.g., Del.icio.us, Bibsonomy). The first user is a car fan and
tags a site about cars, whereas the other tags a site about wild
cats. Both use the tag “jaguar.” When they provide the tag
“jaguar” to retrieve relevant sites, they will receive both sites
(cars and wild cats). Therefore, what is required is a method
that can discover the semantics that are carried by such
latent associations, which in the previous example can help
to understand the different meanings of the tag “jaguar.”

1.2 Contribution

In this paper, we develop a unified framework that models
the three dimensions, i.e., items, tags, and users. The three-
dimensional data are represented by three-dimensional
matricies, which are called 3-order tensors. We avoid
splitting the three-dimensional correlations and we handle
all dimensions equally. To reveal latent semantics, we
perform 3-mode analysis, using the Higher Order Singular
Value Decomposition (HOSVD) [24]. Our method reveals
latent relations among objects of the same type, as well
among objects of different types.

Moreover, the proposed method addresses the problem
that three-dimensional data are highly sparse. Sparsity
stems from the fact that users tend to tag only a very small
portion of items. Recommender systems are susceptible to
data sparsity, which affects their performance. SVD has
been proved useful to address the data sparseness problem
for traditional CF algorithms (i.e., for two-dimensional
rating data) [34]. However, sparsity is more severe in three-
dimensional data, and handling sparsity in this case is still
an open problem. In our approach, to address the
sparseness problem, we combine kernel-SVD [8], [10] with
HOSVD. This Kernel-SVD smoothing substantially im-
proves the accuracy of item and tag recommendations.

The contributions of our approach are summarized as
follows:

. For the first time to our knowledge, we provide a
unified framework for providing all three types of

recommendations in STSs: item, tag, and user
recommendations.

. We use a 3-order tensor to model the three types of
entities (user, item, and tag) that exist in social sites.

. We apply dimensionality reduction (HOSVD) in 3-
order tensors, to reveal the latent semantic associa-
tions between users, items, and tags. We also apply a
smoothing technique based on Kernel-SVD to
address the sparseness of data.

. We perform extensive experimental comparison of
the proposed method against state-of-the-art recom-
mendation algorithms, using Last.fm and BibSon-
omy data sets.

. Our method substantially improves accuracy of item
and tag recommendations. Moreover, we study a
problem of how to provide user recommendations,
which can have significant applications in real
systems but which have not been studied in depth
so far in related research.

The rest of this paper is organized as follows: Section 2
summarizes the related work, whereas Section 3 briefly
reviews background techniques employed in our approach.
A motivating example and the proposed approach are
described in Section 4. Experimental results are given in
Section 5. Finally, Section 6 concludes this paper.

2 RELATED WORK

In this section, we briefly present some of the research
literature related to Social Tagging. We also present related
work in tag, item, and users recommendation algorithms.
Finally, we present works that applied HOSVD in various
research domains.

Social Tagging is the process by which many users add
metadata in the form of keywords to share content. So far,
the literature has studied the strengths and the weaknesses
of STSs. In particular, Golder and Huberman [13] analyzed
the structure of collaborative tagging systems as well as
their dynamical aspects. Moreover, Halpin et al. [14]
produced a generative model of collaborative tagging in
order to understand the dynamics behind it. They claimed
that there are three main entities in any tagging system:
users, items, and tags.

In the area of item recommendations, many recommen-
der systems already use CF to recommend items based on
preferences of similar users, by exploiting a two-way
relation of users and items [5]. In 2001, Item-based algorithm
was proposed, which is based on the items’ similarities for a
neighborhood generation [29]. However, because of the
ternary relational nature of Social Tagging, two-way CF
cannot be applied directly, unless the ternary relation is
reduced to a lower dimensional space. Jaschke et al. [19], in
order to apply CF in Social Tagging, considered for the
ternary relation of users, items, and tags two alternative two-
dimensional projections. These projections preserve the user
information, and lead to log-based like recommender
systems based on occurrence or nonoccurrence of items, or
tags, respectively, with the users. Another recently proposed
state-of-the-art item recommendation algorithm is tag-aware
Fusion [36]. They propose a generic method that allows tags
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to be incorporated to standard CF algorithms, by reducing
the three-dimensional correlations to three 2D correlations
and then applying a fusion method to reassociate these
correlations.

In the area of tag recommendation, there are algorithms
which are based on conceptual structures similar to the
hyperlink structures used in Search Engines. For example,
Collaborative Tag Suggestions algorithm [39], also known
as Penalty-Reward algorithm (PR), uses an authority score
for each user. The authority score measures how well each
user has tagged in the past. This authority score can be
computed via an iterative algorithm similar to HITS [22].
Moreover, the PR algorithm “rewards” the high correlation
among tags, whereas it “penalizes” the overlap of concepts
among the recommended tags to allow high coverage of
multiple facets for an item. Another state-of-the-art tag
recommendation algorithm is FolkRank [17]. FolkRank
exploits the conceptual structures created by people inside
the STSs. Their method is inspired by the seminal PageRank
[28] algorithm, which reflects the idea that a web page is
important, if there are many pages linking to it, and if those
pages are important themselves. FolkRank employs the
same underlying principle for Web Search and Ranking in
Social Tagging. The key idea of FolkRank algorithm is that
an item which is tagged with important tags by important
users becomes important itself. The same holds for tags and
users; thus, we have a tripartite graph of vertices which
mutually reinforcing each other by spreading their weights.
FolkRank is like the Personalized PageRank, which is a
modification of global PageRank, and was first proposed for
personalized Web search in [28]. Finally, Xu et al. [38]
proposed a method that recommends tags by using
HOSVD. However, their method does not cover all three
types of recommendations in STSs and misses the compar-
ison with state-of-the-art algorithms. In contrast, our
approach proposes a unified framework for all recommen-
dation types in STSs. We also combine HOSVD with Kernel-
SVD to handle data sparsity, attaining significant improve-
ments in the accuracy of recommendations in comparison
with simple HOSVD, as will be shown experimentally.

In the area of discovering shared interests in social
networks there are two kinds of existing approaches [25].
One is user-centric, which focuses on detecting social
interests based on the online connections among users; the
other is object-centric, which detects common interests
based on the common objects fetched by users in a social
community. In the user-centric approach, recently Ali-
Hasan and Adamic [2] analyzed user’s online connections
to discover users with particular interests for a given user.
Different from this kind of approach, we aim to find the
people who share the same interest no matter whether they
are connected by a social graph or not. In the object-centric
approach, Sripanidkulchai et al. [31] explored the common
interests among users based on the common items they
fetched in peer-to-peer networks. However, they cannot
differentiate the various social interests on the same items,
due to the fact that users may have different interests for an
information item and an item may have multiple facets. In
contrast, our approach focuses on directly detecting social

interests and recommending users by taking advantage of
social tagging, by utilizing users’ tags.

Differently from existing approaches, our method devel-
ops a unified framework to concurrently model all three
dimensions. Usage data are modeled by a 3-order tensor, on
which latent semantic analysis is performed using the
HOSVD [24]. Moreover, to address the sparseness problem,
we propose the combination of Kernel-SVD [8], [10] with
HOSVD, which substantially improves the accuracy of item
and tag recommendations.

HOSVD is a generalization of singular value decomposi-
tion (SVD) and has been successfully applied in several
areas. In particular, Wang and Ahuja [37] present a novel
multilinear algebra-based approach to reduced dimension-
ality representation of multidimensional data, such as
image ensembles, video sequences, and volume data. In
the area of Data Clustering, Chen et al. [7] used also a high-
order tensor. However, they transform the initial tensor
(through Clique Expansion algorithm) into lower dimen-
sional spaces, so that clustering algorithms (such as
k-means) can be applied. Finally, in the area of Personalized
Web Search, Sun et al. proposed CubeSVD [32] to improve
Web Search. They claimed that as the competition of Web
Search increases, there is a high demand for personalized
Web search. Therefore based on their CubeSVD analysis,
Web Search activities can be carried out more efficiently.

3 PRELIMINARIES—TENSORS AND HOSVD

In this section, we summarize the HOSVD procedure. In the
following, we denote tensors by calligraphic uppercase
letters (e.g., A;B), matrices by uppercase letters (e.g., A;B),
scalars by lowercase letters (e.g., a; b), and vectors by bold
lowercase letters (e.g., a;b).

SVD and Latent Semantic Indexing. The SVD [3] of a
matrix FI1�I2

can be written as a product of three matrices,
as shown in (1):

FI1�I2
¼ UI1�I1

� SI1�I2
� V T

I2�I2
; ð1Þ

where U is the matrix with the left singular vectors of F , V T

is the transpose of the matrix V with the right singular
vectors of F , and S is the diagonal matrix of (ordered)
singular values of F .

By preserving only the largest c < minfI1; I2g singular
values of S, SVD results to matrix F̂ , which is an
approximation of F . In Information Retrieval, this techni-
que is used by Latent Semantic Indexing (LSI) [12], to deal
with the latent semantic associations of terms in texts and to
reveal the major trends in F .

Tensors. A tensor is a multidimensional matrix. An
N-order tensor A is denoted as A 2 RI1...IN , with elements
ai1;...;iN . In this paper, for the purposes of our approach, we
only use 3-order tensors.

HOSVD. The high-order singular value decomposition
[24] generalizes the SVD computation to multidimensional
matrices. To apply HOSVD on a 3-order tensor A, three
matrix unfolding operations are defined as follows [24]:

A1 2 RI1�I2I3 ; A2 2 RI2�I1I3 ; A3 2 RI1I2�I3 ;

SYMEONIDIS ET AL.: A UNIFIED FRAMEWORK FOR PROVIDING RECOMMENDATIONS IN SOCIAL TAGGING SYSTEMS BASED ON... 3



where A1, A2, and A3 are called the 1-mode, 2-mode, and 3-
mode matrix unfoldings of A, respectively. Each
An; 1 � n � 3, is called the n-mode matrix unfolding of A
and is computed by arranging the corresponding fibers of A
as columns of An. The left part of Fig. 1 depicts an example
tensor, whereas the right part its 1-mode matrix unfolding
A1 2 RI1�I2I3 , where the columns (1-mode fibers) of A are
being arranged as columns of A1.

Next, we define the n-mode product of an N-order
tensor A 2 RI1�����IN by a matrix U 2 RJn�In , which is
denoted as A�n U . The result of the n-mode product is
an ðI1 � I2 � � � � � In�1 � Jn � Inþ1 � � � � � INÞ-tensor, the
entries of which are defined as follows:

ðA �n UÞi1i2...in�1jninþ1...iN
¼
X
in

ai1i2...in�1ininþ1...iN ujnin : ð2Þ

Since we focus on 3-order tensors, n 2 f1; 2; 3g, we use
1-mode, 2-mode, and 3-mode products.

In terms of n-mode products, SVD on a regular two-
dimensional matrix (i.e., 2-order tensor), can be rewritten as
follows [24]:

F ¼ S �1 U
ð1Þ �2 U

ð2Þ; ð3Þ

where U ð1Þ ¼ ðuð1Þ1 u
ð1Þ
2 . . .u

ð1Þ
I1
Þ is a unitary (I1 � I1)-matrix,

U ð2Þ ¼ ðuð2Þ1 u
ð2Þ
2 . . .u

ð2Þ
I1
Þ is a unitary (I2 � I2)-matrix, and S is

a ðI1 � I2Þ-matrix with the properties of:

1. pseudodiagonality: S ¼ diagð�1; �2; . . . ; �minfI1;I2gÞ
and

2. ordering: �1 � �2 � � � � � �minfI1;I2g � 0.

By extending this form of SVD, HOSVD of 3-order tensor
A can be written as follows [24]:

A ¼ S �1 U
ð1Þ �2 U

ð2Þ �3 U
ð3Þ; ð4Þ

where U ð1Þ, Uð2Þ, and Uð3Þ contain the orthonormal vectors
(called the 1-mode, 2-mode, and 3-mode singular vectors,
respectively) spanning the column space of the A1, A2, and
A3 matrix unfoldings. S is the core tensor and has the
property of all orthogonality.

4 THE PROPOSED APPROACH

We first provide the outline of our approach, which we
name Tensor Reduction, through a motivating example.
Next, we analyze the steps of the proposed algorithm.
Finally, we apply a smoothing scheme in our approach.

4.1 Outline

In this section, we elaborate on how HOSVD is applied
on tensors and on how the recommendation of items is

performed according to the detected latent associations.
Note that a similar approach is followed for the tag and
user recommendations.

When using a social tagging system, to be able to retrieve
information items easily, a user u tags an item i with a tag t.
After some time of usage, the tagging system accumulates a
collection of usage data, which can be represented by a set
of triplets fu; i; tg.

Our Tensor Reduction approach applies HOSVD on the
3-order tensor constructed from these usage data. In
accordance with the HOSVD technique introduced in
Section 3, the Tensor Reduction algorithm uses as input
the usage data of A and outputs the reconstructed tensor Â.
Â measures the associations among the users, items, and
tags. Each element of Â can be represented by a quadruplet
fu; i; t; pg, where p measures the likeliness that user u will
tag item i with tag t. Therefore, items can be recommended
to u according to their weights associated with fu; tg pair.

In this section, in order to illustrate how our approach
works, we apply the Tensor Reduction algorithm to a
running example. As illustrated in Fig. 2, three users tagged
three different items (weblinks). In Fig. 2, the part of an
arrow line (sequence of arrows with the same annotation)
between a user and an item represents that the user tagged
the corresponding item, and the part between an item and a
tag indicates that the user tagged this item with the
corresponding tag. Thus, the annotated numbers on the
arrow lines gives the correspondence between the three
types of objects. For example, user U1 tagged item I1 with
tag “BMW,” denoted as T1. The remaining tags are
“Jaguar,” denoted as T2, and “CAT,” denoted as T3.

From Fig. 2, we can see that users U1 and U2 have
common interests on cars, while user U3 is interested in cats.
A 3-order tensor A 2 R3�3�3, can be constructed from the
usage data. We use the co-occurrence frequency (denoted as
weight) of each triplet user, item, and tag as the elements of
tensor A, which are given in Table 1. Note that all
associated weights are initialized to 1.
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Fig. 1. An example tensor A and its 1-mode matrix unfolding A1.

Fig. 2. Usage data of the running example.

TABLE 1
The Elements of the Example Tensor



After performing the Tensor Reduction analysis (details
of how to do this are given in the following section), we can
get the reconstructed tensor of Â, which is presented in
Table 2, whereas Fig. 3 depicts the contents of Â
graphically (the weights are omitted). As shown in Table 2
and Fig. 3, the output of the Tensor Reduction algorithm for
the running example is interesting, because a new associa-
tion among these objects is revealed. The new association is
between U1; I2, and T2. This association is represented with
the last (bold faced) row in Table 2 and with the dashed
arrow line in Fig. 3).

If we have to recommend to U1 an item for tag T2, then
there is no direct indication for this task in the original
tensor A. However, we see that in Table 2 the element of Â
associated with {U1; T2; I2} is 0.44, whereas for U1 there is no
other element associating other tags with I2. Thus, we
recommend item I2 to user U1, who used tag T2.

The resulting recommendation is reasonable, because U1

is interested in cars rather than cats. That is, the Tensor
Reduction approach is able to capture the latent associa-
tions among the multitype data objects: user, item, and tags.
The associations can then be used to improve the item
recommendation procedure, as will be verified by our
experimental results.

Moreover, for purposes of tag recommendations, we can
view our tensor from a different perspective. In particular,
our tensor equivalently represents a quadruplet {u; i; t; p}
where p is the likeliness that user u will tag item i with tag t.
Therefore, tags can be recommended to u according to their
weights associated with {u; i} pair. In our running example,
if user U1 is about to tag I2, he will be recommended tag T2.

Finally, for recommending users, our tensor can be
viewed as a quadruplet {t; i; u; p}, where p is the likeliness
that tag t will be used to label item i by the user u. Therefore,
new users can be recommended for a tag t, according to their
total weight, which results by aggregating all items, which
are labeled with the same tag by the target user. In our

running example, if user U1 tagged item I2 with tag T2, he
would receive user U2 as user recommendation.

4.2 The Tensor Reduction Algorithm

The Tensor Reduction algorithm initially constructs a
tensor, based on usage data triplets fu; t; ig of users, tags,
and items. The motivation is to use all three entities that
interact inside a social tagging system. Consequently, we
proceed to the unfolding of A, where we build three new
matrices. Then, we apply SVD in each new matrix. Finally,
we build the core tensor S and the resulting tensor Â. All
these can be summarized in six steps, as follows.

4.2.1 The Initial Construction of Tensor A
From the usage data triplets (user, tag, and item), we
construct an initial 3-order tensor A 2 Ru�t�i, where u, t,
and i are the numbers of users, tags, and items, respectively.
Each tensor element measures the preference of a (user u,
tag t) pair on an item i. Fig. 4 presents the tensor
construction of our running example.

4.2.2 Matrix Unfolding of Tensor A
As described in Section 3, a tensorA can be matricized, i.e., to
build matrix representations in which all the column (row)
vectors are stacked one after the other. In our approach, the
initial tensor A is matricized in all three modes. Thus, after
the unfolding of tensorA for all three modes, we create three
new matrices A1, A2, and A3. In Fig. 5, we present the matrix
unfoldings of our running example.

4.2.3 Application of SVD on Each Mode

We apply SVD on the three matrix unfoldingsA1,A2, andA3:

An ¼ U ðnÞ � SðnÞ �
�
V ðnÞ

�T
; 1 � n � 3: ð5Þ

For the running example, Figs. 6, 7, and 8 present these
matrixes with the left singular vectors and the matrixes with
the singular values for the decomposition in each mode (to
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Fig. 3. Illustration of the Tensor Reduction Algorithm output for the
running example.

TABLE 2
The Elements of the Reconstructed Tensor

Fig. 4. The tensor construction of our running example.

Fig. 5. The tensor 1-mode, 2-mode, and 3-mode matrix unfoldings of our
running example.



ease presentation, we omit the corresponding matrixes with
the right singular vectors).

4.2.4 Computing the Low-Rank Approximations

In matrix dimensionality reduction, low-rank approxima-
tion is used to filter out the small singular values that
introduce “noise.” Thus, SVD is truncated to the first
c higher singular values and the corresponding singular
vectors. This operation is called thin-SVD and is used in LSI
[12]. The resulting matrix is denoted as rank-c approxima-
tion and SVD is optimal in the sense that it computes the
rank-c approximation with the minimum Frobenious norm.

In the case of tensor dimensionality reduction, we have
to compute a rank-c1; c2; c3 approximation tensor, where
ci is the number of dimensions maintained for i-mode. To
compute the rank-c1; c2; c3 approximation, we retain
ci singular values and the corresponding left singular
vectors from UðiÞ, when applying SVD on the unfolded
matrix Ai of i-mode. The selection of c1, c2, and c3

determines the final dimensionality of the core tensor S.
Since each of the three diagonal singular matrices Sð1Þ, Sð2Þ,
and Sð3Þ are calculated by applying SVD on matrices A1, A2,
and A3, respectively, we use a different ci value for each
matrix U ðiÞ (1 � i � 3). This results to ðUðiÞci Þ matrixes, which
denote the ci-dimensionally reduced UðiÞ matrix (1 � i � 3).

Determining the c1, c2, and c3 parameters in Tucker
models (like HOSVD) is a tedious task [1]. A practical option
is to use ranks indicated by SVD on unfolded data in each
mode. This way, c1, c2, and c3 are chosen by preserving a
percentage of information of the original Sð1Þ, Sð2Þ, and Sð3Þ

matrices after appropriate tuning. Our experimental results
indicate that a 70 percent of the original diagonal of Sð1Þ, Sð2Þ,
and Sð3Þ matrices can give good approximations of A1, A2,
and A3 matrices. Notice that a percentage of the original
diagonal can be obtain by summing the singular values of
S matrix and then by keeping those singular values of S
matrix that give us the wanted percentage. In our running
example, the diagonal of Sð1Þ matrix (see Fig. 6) sums to 3.24
(1:62þ 1þ 0:62). Thus, by setting c1 parameter equal to 2, we
keep 80 percent (2.62/3.24) of the original diagonal of matrix
Sð1Þ. Due to its simplicity and its efficiency, this approach has

been followed in several related works that use tensor
decompositions [23], [33]. For this reason we follow this
approach too. In our running example, c1 is equal to 2, c2 is
equal to 3, and c3 is equal to 3. Fig. 9 presents the transposes
of the dimensionally reduced U ðiÞ matrixes.

Nevertheless, it is worth of describing more systematic
methods for determining these parameters. Cichocki et al.
[9] proposed flexible cost functions to derive an optimal
choice of a free parameter (parameter a) for the automatic
rank approximation of a tensor. This method is proposed for
dense tensors and signal processing applications (like image
analysis), where the optimal choice of a depends [9] on the
statistical distribution of data and the additive noise. For
example, the optimal choice of the a parameter is different
for the normal distribution (a ¼ 1) and the Poisson distribu-
tion (a! 0). However, this method cannot be directly used
in STSs, because STSs’s data are boolean and sparse and do
not follow widely used statistical distributions. DIFFIT [35]
is another approach, which enumerates all possible models
and uses the differences between model fits to determine the
c1, c2, and c3 parameters. However, DIFFIT requires high
computational complexity, a fact that makes it infeasible for
most practical applications. Improvements of DIFFIT have
been proposed [21], [6], which compare approximate model
fit values rather than exact model fits.

Despite the existence of approximate methods, there is
no straightforward way to find the optimal values for c1, c2,
and c3 [6] and, thus, several diagnostics should be used to
have a true understanding of the structure of a multiway
data set. For all the aforementioned reasons, we consider
such an examination to comprise an open research problem
of its own that is outside the scope of this manuscript.

4.2.5 The Core Tensor S Construction

The core tensor S governs the interactions among user, item
and tag entities. From the initial tensor A we proceed to the
construction of the core tensor S, as follows:

S ¼ A�1

�
U ð1Þc1

�T �2

�
U ð2Þc2

�T �3

�
Uð3Þc3

�T
: ð6Þ

Fig. 10 presents the core tensor S for the running example.

4.2.6 The Tensor Â Construction

Finally, tensor Â is built by the product of the core tensor S
and the mode products of the three matrices U ð1Þc1

, U ð2Þc2
, and

Uð3Þc3
as follows:
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Fig. 6. Example of (a) Uð1Þ and (b) Sð1Þ.

Fig. 7. Example of (a) Uð2Þ and (b) Sð2Þ.

Fig. 8. Example of (a) Uð3Þ and (b) Sð3Þ.

Fig. 9. The transposes of the dimensionally reduced U ðiÞ matrices.

Fig. 10. The resulting core tensor S for the running example.



Â ¼ S �1 U
ð1Þ
c1
�2 U

ð2Þ
c2
�3 U

ð3Þ
c3
: ð7Þ

For the current example, the resulting Â tensor is
presented in Fig. 11.

4.2.7 The Generation of the Recommendations

The reconstructed tensor Â measures the associations
among the users, tags, and items, so that each element of
Â represents a quadruplet {u; t; i; p}, where p is the likeliness
that user u will tag item i with tag t.

On this basis, items can be recommended to u according
to their weights associated with {u; t} pair. However, we see
that in Fig. 11, the element of Â associated with {U1; I2; T2} is
0.44, whereas for U1 there is no other element associating
other tags with I2. Thus, in our running example, we
recommend to user U1 item I2 for tag T2. Analogous
approach can be applied for the recommendation of tags or
users, as already described in Section 4.1.

4.2.8 Execution Requirements for Tensor Reduction

To provide recommendations, our approach contains an
offline part, which computes the HOSVD, and an online
part, for retrieving weights from the reconstructed tensor
and forming the recommendations. The latter part, which
affects the actual experience of users in real applications,
can be done in real time.

Regarding the offline part, in real applications (with
large number of users, items, and tags), a key characteristic
is sparsity, meaning that most of entries in the tensor are
zeros. Therefore, the computation of HOSVD problem boils
down to: 1) calculating the leading singular vectors of large,
sparse mode unfolding matrixes, and 2) the computation of
product of a sparse tensor times a series of dense matrices
(for the reconstructed tensor).

The bottleneck of memory overflow during this procedure
has been addressed by Kolda and Sun [23], who proposed an
implementation framework, called MET, which maximizes
the computation speed while optimally utilizing the avail-
able memory. This way, very large tensors can be stored
using only moderate hardware. Based on the results reported
by Kolda and Sun [23], we validated that for very large, 100K-
by-100K-by-100K random tensors with 1M nonzero ele-
ments, the computation of HOSVD requires less than 200 sec
and 4 MB of RAM. For the real data sets we examined, since
their size is moderate, execution times were less than half
minute. For real-world applications, the use of parallel
architectures can further reduce execution times [23].

4.3 Smoothing with Kernel SVD

In Section 4.2.3, we described the application of SVD on the
three matrix unfoldings A1, A2, and A3, which results to the

three matrixes U ð1Þ, U ð2Þ, and Uð3Þ that contain the
orthonormal vectors (left singular vectors) for each mode.
As already mentioned, sparsity is a severe problem in three-
dimensional data and it can affect the outcome of SVD. To
address this problem, instead of SVD we can apply kernel-
SVD [8], [10] in the three unfolded matrices. Kernel-SVD is
the application of SVD in the Kernel-defined feature space.

For each unfolding Ai (1 � i � 3) we have to nonlinearly
map its contents to a higher dimensional space using a
mapping function �. Therefore, from each Ai matrix we can
derive an Fi matrix, where each element axy of Ai is mapped
to the corresponding element fxy of Fi, i.e., fxy ¼ �ðaxyÞ.
Next, we can apply SVD and decompose each Fi as follows:

Fi ¼ U ðiÞSðiÞ
�
V ðiÞ

�T
: ð8Þ

The resulting U ðiÞ matrixes are then used to construct the
core tensor, that is, the procedure continues as described in
Section 4.2.4.

Nevertheless, to avoid the explicit computation of Fi, all
computations must be done in the form of inner products.
In particular, as we are interested to compute only the
matrixes with the left singular vectors, for each mode i we
can define a matrix Bi as follows:

Bi ¼ FiFT
i : ð9Þ

As Bi is computed using inner products from Fi, we can
substitute the computation of inner products with the results
of a kernel function. This technique is called the “kernel
trick” [10] and avoids the explicit (and expensive) computa-
tion of Fi. As eachU ðiÞ and V ðiÞ are orthogonal and each SðiÞ is
diagonal, it easily follows from (8) and (9) that [26]

Bi ¼
�
UðiÞSðiÞ

�
V ð1Þ

�T ��
UðiÞSðiÞ

�
V ðiÞ

�T �T ¼ UðiÞ�SðiÞ�2�
U ðiÞ

�T
:

ð10Þ

Therefore, each required U ðiÞ matrix can be computed by
diagonalizing each Bi matrix (which is square) and taking
its eigen-vectors.

Regarding the kernel function, in our experiments we

use the Gaussian kernel Kðx; yÞ ¼ e�
kx�yk2

c , which is com-

monly used in many applications of kernel SVD. As

Gaussian Kernel parameter c, we use the estimate for

standard deviation in each matrix unfolding.

4.4 Inserting New Users, Tags, or Items

As new users, tags, or items are being introduced to the
system, the Â tensor, which provides the recommendations,
has to be updated. The most demanding operation for this
task is the updating of the SVD of the corresponding mode
in (5)-(7). We can avoid the costly batch recomputation of
the corresponding SVD, by considering incremental solu-
tions [30], [4]. Depending on the size of the update (i.e.,
number of new users, tags, or items), different techniques
have been followed in related research. For small update
sizes we can consider the folding-in technique [12], [30],
whereas for larger update sizes we can consider Incre-
mental SVD techniques [4]. Both techniques are described in
the following. (Notice that recently Sun et al. [33] described
an incremental procedure, which however applies when
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Fig. 11. The resulting Â tensor for the running example.



new tensors arrive as time passes, not for new users, items,
or tags within a single tensor.)

4.4.1 Update by Folding-In

Given a new user, we first compute the new 1-mode matrix
unfolding A1. It is easy to see that the entries of the new
user result to the appending of a new row in A1. This is
exemplified in Fig. 12. Fig. 12a shows the insertion of a new
user in the tensor of the current example (the new values
are presented with red color). Notice that to ease the
presentation, the new user’s tags and items are identical
with those of user U2.

Let u denote the new row that is appended to A1. Fig. 12b
presents the newA1, i.e., the 1-mode unfolded matrix, where
it is shown that the contents of u (highlighted with red color)
have been appended as a new row in the end of A1.

Since A1 changed, we have to compute its SVD, as given
by (5). To avoid batch SVD recomputation, we can use the
existing basis U

ð1Þ
c1 of left singular vectors, to project the u

row onto the reduced c1-dimensional space of users in the
A1 matrix. This projection is called folding-in and is
computed by using the following equation [12]:

unew ¼ u � V ð1Þc1 �
�
S
ð1Þ
c1

��1
: ð11Þ

In (11), unew denotes the mapped row, which will be

appended to U
ð1Þ
c1 , whereas V

ð1Þ
c1 and ðSð1Þc1 Þ

�1 are the

dimensionally reduced matrixes derived when SVD was

originally applied to A1, i.e., before the insertion of the new

user. In the current example, the computation of unew is

described in Fig. 13.
The unew vector should be appended in the end of the

U
ð1Þ
c1 matrix. For the current example, appending should be

done to the previously U
ð1Þ
c1 matrix, whose transpose is

shown in Fig. 10. Notice that in this example, unew is
identical with the second column of the transpose of U

ð1Þ
c1 .

The reason is that the new user has identical tags and items

with user U2 and we mapped them on the same space
(recall that the folding-in technique maintains the same
space computed originally by SVD).

Finally, to update the Â tensor, we have to perform the
products given in (9). Notice that only U ð1Þc1 has been
modified in this equation. Thus, to optimize the insertion of
new users, as mode products are interchangeable, we can
perform this product as ½S �2 U

ð2Þ
c2
�3 U

ð3Þ
c3
� �1 U

ð1Þ
c1

, where
the left factor (inside the brackets), which is unchanged, can
be prestored so as to avoid its recomputation. For the
current example, the resulting Â tensor is shown in Fig. 14.

Analogous insertion procedure can be followed for the
insertion of a new item or tag. For a new item insertion, we
have to apply (11) on the 2-mode matrix unfolding (A2) of
tensor A, while for a new tag we apply (11) on the 3-mode
matrix unfolding (A3) of tensor A.

4.4.2 Update by Incremental SVD

Folding-in incrementally updates SVD, but the resulting
model is not a perfect SVD model, because the space is not
orthogonal [30]. When the update size is not big, loss of
orthogonality may not be a severe problem in practice.
Nevertheless, for larger update sizes, the loss of orthogon-
ality may result into an inaccurate SVD model. In this case,
we need to incrementally update SVD so as to ensure
orthogonality. This can be attained in several ways. Next, we
describe how to use the approach proposed by Brand [4].

Let Mp�q be a matrix, upon which we apply SVD and
maintain the first r singular values, i.e.,

Mp�q ¼ Up�rSr�rV T
r�q:

Assume that each column of matrix Cp�c contains the
additional elements. Let L ¼ UnC ¼ UTC be the projection
of C onto the orthogonal basis of U . Let also H ¼
ðI � UUT ÞC ¼ C � UL be the component of C orthogonal
to the subspace spanned by U (I is the identity matrix).
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Fig. 12. Example of folding in a new user. (a) The insertion of a new user
in the tensor. (b) The new 1-mode unfolded matrix A1.

Fig. 13. The result of folding-in for the current example.

Fig. 14. The resulting Â tensor of the running example after the insertion
of the new user.

Q2



Finally, let J be an orthogonal basis of H and let K ¼
JnH ¼ JTH be the projection of C onto the subspace
orthogonal to U . Consider the following identity:

½U J�
S L

0 K

� �
V 0

0 I

� �T

¼ ½UðI � UUT ÞC=K� S UTC

0 K

� �
V 0

0 I

� �T

¼ ½USV T C� ¼ ½M C�:

Like an SVD, the left and right matrixes in the product are
unitary and orthogonal. The middle matrix, denoted as Q, is
diagonal. To incrementally update the SVD, Q must be
diagonalized. If we apply SVD on Q we get

Q ¼ U 0S0ðV 0ÞT :

Additionally, define U 00, S00, and V 00 as follows:

U 00 ¼ ½U J �U 0; S00 ¼ S0; V 00 ¼ V 0
0 I

� �
V 0:

Then, the updated SVD of matrix ½M C� is

½M C� ¼ ½USV T C� ¼ U 00S00ðV 00ÞT :

This incremental update procedure takes Oððpþ qÞr2 þ pc2Þ
time [4].

Returning to the application of incremental update for
new users, items, or tags, as described in Section 4.4.1, in
each case, we result with a number of new rows that are
appended in the end of the unfolded matrix of the
corresponding mode. Therefore, we need an incremental
SVD procedure in the case where we add new rows,
whereas the aforementioned method works in the case
where we add new columns. In this case, we simply swap U
for V and U 00 for V 00.

5 EXPERIMENTAL EVALUATION

In this section, in the area of item recommendations, we
compare experimentally our approach with state-of-the-art
item recommendation algorithms. Henceforth, our pro-
posed approach is denoted as Tensor Reduction. We use in
the comparison the tag-aware Fusion algorithm [36] and the
Item-based CF algorithm [29], denoted as Fusion and Item
based, respectively. We also include in the comparison a CF
algorithm based on Latent Semantic Indexing [34], denoted
as Matrix SVD. Moreover, in the area of tag recommenda-
tions, we compare our approach with state-of-the-art tag
recommendation algorithms. We use in the comparison the
Folkrank [17] and the Collaborative Tag Suggestions [39]
(known as Penalty-Reward algorithm) algorithms, denoted
as FolkRank and PR, respectively. Finally, in the area of user
recommendations, we compare our approach with a base-
line algorithm similar to Amazon.com’s user recommenda-
tion method, denoted as BaseLine algorithm (BL).

Our experiments were performed on a 3 GHz
Pentium IV, with 1 GB of memory, running Windows XP.
The tensor construction and processing is implemented in
Matlab. All algorithms were implemented in C++ and their
parameters were tuned according to the original papers.

To evaluate the examined algorithms, we have chosen
real data sets from two different STSs: BibSonomy and
Last.fm, which have been used as benchmarks in past
works [17].

BibSonomy. We used a snapshot of all users, items (both
publication references and bookmarks) and tags publicly
available on April 30, 2007. From the snapshot, there are
excluded the posts from the DBLP computer science
bibliography since they are automatically inserted and all
owned by one user and all tagged with the same tag (dblp).
The number of users, items and tags is 1,037, 28,648, and
86,563, respectively.

Last.fm. The data for Last.fm were gathered during
October 2007, partly through the web services API (collect-
ing user nicknames), partly crawling the Last.fm site. Here,
the items correspond to artist names, which are already
normalized by the system. There are 12,773 triplets in the
form user-artist-tag. To these triplets correspond 4,442 users,
1,620 artists, and 2,939 tags.

Following the approach of [17] to get more dense data,
we adapt the notion of a p-core to tripartite hypergraphs.
The p-core of level k has the property, that each user, tag,
and item has/occurs in at least k posts. For both data sets,
we used k ¼ 5. Thus, for the Bibsonomy data set there are
105 users, 246 items, and 591 tags, whereas for the Last.fm
data set there are 112 users, 234 items, and 567 tags.

5.1 Experimental Protocol and Evaluation Metrics

For the item and tag recommendations, all algorithms had
the task to predict the items/tags of the users’ postings in the
test set. We performed fourfold cross validation, thus, each
time we divide the data set into a training set and a test set
with sizes 75 and 25 percent of the original set, respectively.

Based on the approach of [18], [16], a more realistic
evaluation of recommendation should consider the division
of tags/items of each test user into two sets: 1) the past tags/
items of the test user, and 2) the future tags/items of the test
user. Therefore, for a test user we generate the recommen-
dations based only on the tags/items in his past set. The
default sizes of the past and future sets are 50 and
50 percent, respectively, of the number of tags posted by
each test user.

As performance measures for item and tag recommen-
dations, we use the classic metrics of precision and recall.
For a test user that receives a list of N recommended tags
(top-N list), precision and recall are defined as follows:

. Precision is the ratio of the number of relevant tags in
the top-N list (i.e., those in the top-N list that belong
in the future set of tags posted by the test user) to N .

. Recall is the ratio of the number of relevant tags in
the top-N list to the total number of relevant tags (all
tags in the future set posted by the test user).

For the user recommendations, we do not use precision-
recall metrics because there is no information in the data
sets about which users are similar with who. That is, our
data sets do not include explicitly for a target user his
similar users. Thus, we cannot verify our recommendation
results with metrics such as precision and recall.

To evaluate the effectiveness of Tensor Reduction and BL
algorithms in recommending interesting users, we compute
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the item similarity within the recommended users [25]. This
evaluation is based on the fact that users with shared
interests are very likely to tag similar items.

A metric to evaluate this characteristic of each Neighbor-
hood N of recommended users is to compute the average
cosine similarity (ACS) of all item pairs inside the
Neighborhood of users with common social interest [25]:

ACSN ¼
P

u;v2N
P

i2IðuÞ;j2IðvÞ simði; jÞP
u;v2N jIðuÞjjIðvÞj

;

where for a user u; IðuÞ denotes the items tagged by u.
ACSN evaluates the tightness or looseness of each Neigh-
borhood or recommended users.

5.2 Influence of the Core Tensor Dimensions and
the Smoothing Scheme

We first conduct experiments to study the influence of the
core tensor dimensions on the performance of our Tensor
Reduction algorithm. If one dimension of the core tensor is
fixed, we can find the recommendation accuracy varies as
the other two dimensions change, as shown in Fig. 15. The
vertical axes denote the precision and the other two axes
denote the corresponding dimensions. For the leftmost
figure, the tag dimension is fixed at 200 and the other two
dimensions change. For the middle figure, the item
dimension is fixed at 105. For the rightmost figure, the
user dimension is fixed at 66.

Our experimental results indicate that a 70 percent of the
original diagonal of Sð1Þ, Sð2Þ, and Sð3Þ matrices can give
good approximations of A1; A2, and A3 matrices. Thus, the
numbers c1, c2, and c3 of left singular vectors of matrices
U ð1Þ, U ð2Þ, and Uð3Þ after appropriate tuning are set to 66,
105, and 200 for the BibSonomy data set, whereas are set to
40, 80, and 190 for the Last.fm data set.

Next, we study the influence of the proposed Kernel
smoothing scheme on the recommendation accuracy of our
Tensor Reduction algorithm in terms of precision. We
present our experimental results in Figs. 16a and 16b, for
both the BibSonomy and Last.fm data sets. As shown, our
smoothing Kernel method can improve the performance
accuracy. The results are consistent in both data sets.

5.3 Item Recommendations

5.3.1 Algorithms’ Settings

For each of the algorithms of our evaluation we will now
describe briefly the specific settings used to run them:

. Fusion algorithm: We have varied the � parameter
from 0 to 1 by an interval of 0.1 and the neighborhood

k parameter from 10 to 150 by an interval of 10. We
have found the best � to be 0.3 and k to be 20.

. Matrix SVD algorithm: Regarding the application of
SVD on user-item matrix, we preserved, each time, a
different fraction of principal components of the
SVD model. More specifically, we preserve 90, 70,
and 50 percent of the total information of initial user-
item matrix. Our results show that 50 percent is
adequate for producing a good approximation of the
original matrix. Then, in the reduced model, we
apply the user-based CF algorithm.

. Item-based algorithm: We have varied the neigh-
borhood k parameter from 10 to 300 by an interval of
10. We found the best k to be 40.

. Tensor Reduction algorithm: Our tensor reduction
algorithm is modified appropriately to recommend
items to a target user. In particular, our tensor
represents a quadruplet {u; t; i; p} where p is the
likeliness that user u will tag item i with tag t.

5.3.2 Results

In this section, we proceed with the comparison of Tensor
Reduction with Fusion, Matrix SVD, and Item based, in
terms of precision and recall. This reveals the robustness of
each algorithm in attaining high recall with minimal losses
in terms of precision. We examine the top-N ranked list,
which is recommended to a test user, starting from the top
item. In this situation, the recall and precision vary as we
proceed with the examination of the top-N list.

For the BibSonomy data set (N is between [1..5]), in
Fig. 17a, we plot a precision versus recall curve for all three
algorithms. As shown, all algorithms’ precision falls as N
increases. In contrast, as N increases, recall for all five
algorithms increases too. Tensor Reduction algorithm attains
80 percent precision, when we recommend a top-1 list of tags.
In contrast, Fusion gets a precision of almost 60 percent.
Moreover, Tensor Reduction is more effective than Fusion
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Fig. 15. Precision of Tensor Reduction as dimensions of core tensor
vary for BibSonomy data set.

Fig. 16. Precision of Tensor Reduction with and without smooth scheme
for (a) BibSonomy and (b) Last.fm.



getting a maximum recall of 64 percent, while the latter’s is
36 percent. This experiment shows that Tensor Reduction is
more robust in finding relevant tags for the test user. The
reason is that Tensor Reduction exploits all information that
concerns the three objects (users, items, and tags), and
through HOSVD, it addressed sparsity and finds latent
associations. Item-based and Matrix SVD algorithms present
the worst results, because they do not exploit all the existing
information (they are applied in two-dimensional data).

For the Last.fm data set (N is between [1..5]), in Fig. 17b,
we plot also a precision versus recall curve for all three
algorithms. Tensor Reduction algorithm again attains the
best performance. Despite the different nature of the two
data sets (the one is for bibliographic data and the other for
musical data), we observe similar behavior of algorithms for
both data sets. It is important that Tensor Reduction
provides more accurate recommendations in both cases.

5.4 Tag Recommendations

5.4.1 Algorithms’ Settings

For each of the algorithms of our evaluation, we will now
describe briefly the specific settings used to run them:

. FolkRank algorithm: We set the damping factor d ¼
0:7 and stopped computation after 100 iterations or
when the distance between two consecutive weight
vectors was less than 10�6. For the preference vector
p, we gave higher weights to the user and the item
from the post which was chosen. While each user,
tag, and resource got a preference weight of 1, the
user and resource from that particular post got a
preference weight of 1þ jU j and 1þ jIj, respectively.

. PR algorithm: Initially, we set the uniform authority
score for each user equal to 1.0. The authority score
aðuÞ is computed via an iterative algorithm similar
to HITS.

. Tensor Reduction algorithm: Our tensor reduction
algorithm is modified appropriately to recommend
tags to a target user. In particular, our tensor
represents a quadruplet {u; i; t; p}, where p is the
likeliness that user u will tag item i with tag t.

5.4.2 Results

In this section, we proceed with the comparison of Tensor
Reduction with FolkRank, and PR, in terms of precision
and recall.

For the BibSonomy data set (N is between [1..5]), in
Fig. 18a, we plot a precision versus recall curve for all
three algorithms. Tensor Reduction algorithm attains
68 percent precision, when we recommend a top-1 list
of tags. In contrast, FolkRank gets a precision of
42 percent. Moreover, Tensor Reduction is more effective
than FolkRank getting a maximum recall of 44 percent,
while the latter’s is 36 percent. The reason is that Tensor
Reduction exploits all information that concerns the three
objects (users, items, and tags), and through HOSVD, it
addressed sparsity and finds latent associations.

For the Last.fm data set (N is between [1..5]), in Fig. 18b,
we plot also a precision versus recall curve for all three
algorithms. Tensor Reduction algorithm again attains the
best performance.

5.5 User Recommendations

5.5.1 Algorithms’ Settings

For each of the algorithms of our evaluation, we will now
describe briefly the specific settings used to run them:

. Baseline algorithm (BL): BL algorithm is quite
similar to Amazon.com’s method to recommend
interesting users to a target user. BL logic is as follows:
if a user uses a specific tag for item search, then he is
recommended (except of recommended items) also
interesting users, whose profiles are considered
similar to him. These recommended users must have
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Fig. 17. Comparison of Tensor Reduction, Fusion, Matrix SVD, and
Item-based algorithms for the (a) BibSonomy data set and (b) Last.fm
data set.

Fig. 18. Comparison of Tensor Reduction, Folkrank, and PR algorithms
for the (a) BibSonomy data set and (b) Last.fm data set.



used the specific tag and are ranked based on how
many times they used it. The basic idea behind this
simple algorithm is that a tag corresponds in a topic of
common interest. Thus, users that use the same tag
could be interested in a common topic, forming a
community of common interest.

. Tensor Reduction algorithm: Our tensor reduction
algorithm is modified appropriately to recommend
Neighborhoods of users to a target user. In parti-
cular, our tensor represents a quadruplet {t; i; u; p}
where p is the likeliness that tag t will be used to
label item i by the user u.

5.5.2 Results

In this section, we evaluate the effectiveness of Tensor
Reduction and BL algorithms in recommending interesting
users. We compute the item similarity within the recom-
mended neighborhoods of users [25]. This evaluation is
based on the fact that users with shared interests are very
likely to tag similar items. Note that, some of the
recommended neighborhoods can be consisted of users
that are quite related, while others are consisted of users
that are less related.

We focus only on the BibSonomy data set, because in this
data set users tag web pages, for which we can apply a
commonly used similarity measure. Specifically, we
crawled for each web site the first page and preprocess it
to create a vector of terms. Preprocessing involved the
removal of stop words, stemming, and TF/IDF. Then, we
find correlation between two web sites based on the
keyword terms they include. We compute the similarity
between two web sites with the inner product, i.e., the
cosine similarity of their TF/IDF keyword term vectors [25].

For each user’s neighborhood, we compute the ACS of
all web site pairs inside the neighborhood (20 nearest
neighbors), called intra-Neighborhood similarity. We also
randomly select 20 neighborhood pairs among the 105 user
neighborhoods and compute the average pairwise web site

similarity between every two neighborhoods, called inter-
Neighborhood similarity.

Fig. 19a shows the comparison between the intra-
Neighborhood and the inter-Neighborhood similarity of
our Tensor Reduction Algorithm. In this figure, x axis is the
rank of neighborhoods similarity, sorted by the descending
order of their intra-Neighborhood similarities. y-axis shows
the intra-Neighborhood similarity of each neighborhood and
the corresponding average inter-Neighborhood similarity of
this neighborhood with other 20 randomly selected neighbor-
hoods. As we can see, for all users’ neighborhoods, the intra-
Neighborhood similarity is consistently higher than the
average inter-Neighborhood. As also shown in Fig. 19b, the
average intra-Neighborhood similarity across all neighbor-
hoods is 0.22 with standard deviation equal to 0.091, while the
average of inter-Neighborhood similarities is only 0.03 with
standard deviation equal to 0.017.

Corresponding to Figs. 19a and 19b, we show for the
BL algorithm the comparison of intra- and inter-Neighbor-
hood similarity for each neighborhood, and the average
intra- and inter-Neighborhood similarity for all neighbor-
hoods in Figs. 20a and 20b, respectively. As we can see, BL’s
intra- and inter-Neighborhood similarity values are very
close. This means, that BL fails to recommend coherent and
related neighborhoods of users. In addition, our Tensor
Reduction algorithm attains at least three times higher ACS
than BL. That is, our approach recommends neighborhoods
of users that are more related, while BL recommends users
which are less relevant.

5.6 Discussion

In real-world social tagging systems, the size of the resulting
3-order tensor, despite its sparsity, may be potentially huge.
By analyzing the Tensor Reduction algorithm, we can find
that most time is consumed when SVD is performed on the
three unfolded matrices. If the tensor scale is very large, this
step is time consuming. However, this computation can be
performed offline in advance. In cases of large scale tensors,
it is also interesting to examine randomized tensor
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Fig. 19. Comparison of intra-Neighborhood and inter-Neighborhood
similarity of Tensor Reduction Algorithm for the BibSonomy data set.

Fig. 20. Comparison of intra-Neighborhood and inter-Neighborhood
similarity of BL Algorithm for the BibSonomy data set.



factorization algorithms, like the ones proposed by Drineas
and Mahoney [11], which can handle very large tensors with
a guaranteed quality-of-approximation bound. More re-
cently, Tensor-CUR decomposition has been proposed [27]
that expresses the original tensor in terms of a basis
consisting of underlying subtensors. This method can
comprise an alternative solution to tensor factorization,
which can handle tensors with large size.

Matrix (i.e., 2-order tensor) factorization has been
applied to recommender systems [30], [34]. The results in
Section 5.3.2 (see Figs. 17a and 17b) indicate the superiority
of tensor factorization over matrix factorization in terms of
accuracy, as the former exploits the ternary relation of data
and captures the latent associations among the multitype
objects. This result is in accordance to existing results in
other application domains of tensor factorization [32], [38],
which show its superiority against matrix factorization
methods (LSI or SVD).

Finally, regarding the online incremental updating meth-
ods that are described in Section 4.4, the folding-in method
performs fast updating but may result in loss of orthogon-
ality. Existing results in [30] study the implications of this
issue for the case of matrix (user-item) based recommenda-
tions, showing that accuracy is not affected much. Analogous
conclusions are expected for the case of tensors, but due to
lack of space, we do not elaborate further on this case.
However, we have to note that the incremental SVD method
is also fast and preserves the orthogonality. Therefore, it has
guaranteed accuracy while offering time efficiency.

6 CONCLUSIONS

Social tagging systems provide recommendations to users
based on what tags other users have used on items. In this
paper, we developed a unified framework to model the
three types of entities that exist in a social tagging system:
users, items, and tags. We examined multiway analysis on
data modeled as 3-order tensor, to reveal the latent semantic
associations between users, items, and tags. The multiway
latent semantic analysis and dimensionality reduction is
performed by combining the HOSVD method with the
Kernel-SVD smoothing technique. Our approach improves
recommendations by capturing users multimodal percep-
tion of item/tag/user. Moreover, we study a problem of
how to provide user recommendations, which can have
significant applications in real systems but which have not
been studied in depth so far in related research. We also
performed experimental comparison of the proposed
method against state-of-the-art recommendations algo-
rithms, with two real data sets (Last.fm and BibSonomy).
Our results show significant improvements in terms of
effectiveness measured through recall/precision. As future
work, we intend to examine different methods for extend-
ing SVD to high-order tensors such as the Parallel Factor
Analysis. We also indent to apply different weighting
methods for the initial construction of a tensor. A different
weighting policy for the tensor’s initial values could
improve the overall performance of our approach.
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