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#### Abstract

Hierarchical semistructured data arise frequently in the Web, or in biological information processing applications. Semistructured objects describing the same type of information have similar but not identical structure. Usually they share some common 'schema'. Finding the common schema of a collection of semistructured objects is a very important task and due to the huge amount of such data encountered, data mining techniques have been employed.

In this paper, we study the problem of discovering frequently occurring structures in semistructured objects using the notion of association rules. We identify that discovering the frequent structures in the early phases of the mining procedure is the dominant cost and we provide a fast algorithm addressing this issue. We present experimental results, which demonstrate the superiority of the proposed algorithm and also its efficiency in reducing dramatically the processing cost.
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## 1. Introduction

The recent advances in networking and storage technologies enabled a tremendous growth in the amount of data that need to be retrieved from the network and subsequently be processed. Characteristic examples include the XML and HTML documents and the biological data. An intrinsic feature possessed by all these data is that they do not have a rigid, well-defined structure. There are several reasons for that. For instance, the data source may not impose any structure upon them, e.g. the Web data, genome sequences. The data may be extracted from various heterogeneous information sources, e.g. business-to-business product catalogs, where data from multiple suppliers (each with their own schema) must be integrated so that buyers can query them. The term that prevailed in order to characterize such kind of information is semistructured data [2].

[^0]Although, semistructured data do not obey a strict structure, it is very usual to share some common substructures. Consider, for instance, a university's portal, which organizes the Web sites of its faculty members. Usually, these sites are constructed in such a way that all individual sites have some Web pages in common (e.g. biographical information page, projects' page, publications page, etc.), but each member is allowed to add other pages as well, like family info, hobbies pages, etc. Another motivating example can be retrieved from the application of Web usage mining [21]. Given a database of Web accesses, we can form sequences of visited links, which have, in general, the form of a graph. Since most of the time the users' interests have some overlap, we deduce that these graphs share some common substructures. Common substructures, in particular tree patterns, arise also in bioinformatics. Researchers have collected vast amounts of RNA structures, which are essentially trees. Whenever they are interested in getting some information about a newly sequenced RNA, they investigate whether it shares some common topological patterns with other known RNA structures.

Discovering frequently occurring or common (sub)structures in collections of semistructured data is a very


Fig. 1. A portion of 'fish' objects.
important task for numerous applications. It has applications on querying/browsing information sources [10], on building wrappers [29] and indexes [20], in storage for relational or object-oriented database systems [8], on query processing [19], on clustering documents based on their common structure, and on caching [33].

Semistructured data are usually modeled by a graph [24] or a tree [29], where a data object is represented by a node and a connection or relationship between objects is encoded by an edge between them. For the sake of convenience, we illustrate a small example of semistructured objects in Fig. 1, which is retrieved from the 'Catalogue of Life' site (located at http://www.sp2000.org). The example shows a portion of semistructured 'fish' objects.

In this work, we are interested in treating these data as rooted, ordered and node-labeled trees, and study the problem of discovering all frequent tree-like patterns that appear a minimum number of times in a given collection of semistructured data.

### 1.1. Schema discovery for semistructured data

Initial works on structural pattern discovery in collections of semistructured objects are described in Refs. [10,22, $23,30]$. The major drawback of these methods is that they are inherently unscalable, which is a serious problem due to the huge volume of semistructured data and due to their irregularity.

To deal with the huge volume of data, the exploitation of data mining methodologies offered a robust solution. Numerous algorithms were proposed to deal with the problem of discovering frequent tree or graph (sub)structures. The discovery of common substructures in graphbased data (graph mining) is investigated in the following works [13-16,18,28,32], whereas research work on tree mining is described in Refs. [1,5-7,29,31,34]. As pointed
out in Ref. [34], graph mining algorithms are likely to be too general for tree mining. Considering the works, which address tree mining, some of them deal with unordered trees [6,31], and the rest with ordered trees [1,5,7,29,34], which is the focus of this paper.

We can classify the works that address the problem of ordered tree mining in two generic categories. The first includes the algorithm of Wang et al. [7,29]. This method is based on the original Apriori association rule mining paradigm and implements a generate-and-test strategy. The second category includes the works that devised an incremental algorithm that simultaneously constructs the set of frequent patterns and their occurrences level by level. Examples of this category are the TREEMINER [34] and the FREQT algorithm with its variations [1,5].

In this paper, we focus on the work of Wang et al. [7,29], which considers mining collections of paths in ordered trees with Apriori-style [3] techniques. We will refer to their method as the $W L$ algorithm. Our interest stems from the special kind of patterns it discovers, that is, collections of paths.

### 1.2. Motivation

The $W L$ algorithm is a multipass method, similar in nature to the Apriori [3]. WL first determines the frequent path expressions, which are sequences of node labels. The path expressions are called 1 -tree-expressions, because they contain only one 'leaf', if we consider that every path expression is a tree, in which every node has only one child. Then, $W L$ makes several iterations; at the $k$ th $(k \geq 1)$ iteration, it constructs a set of candidate $(k+1)$-treeexpressions using the frequent $k$-sequences and applying some pruning criteria. Each $(k+1)$-tree-expression is a tree, which contains exactly $k+1$ leaves. This set is a superset of the actual frequent $(k+1)$-tree-expressions. Then, it determines the support of the candidates by
scanning over the database of transaction objects. We can easily see the similarities between $W L$ and Apriori, if we consider that each 1-tree-expression (i.e. path expression) corresponds to a plain item of the Apriori, and each $k$-treeexpression to an Apriori's plain itemset of length $k$.

Though, the involvement of trees in $W L$-instead of Apriori's plain sets-introduces several challenges. Firstly, we need a novel criterion to test 'containment' of treeexpressions in the context of $W L$; Apriori dealt with it using the usual 'set containment' criterion. WL dealt with it providing the 'weaker than' relation (cf. Section 2), which is essentially a subtree testing algorithm. Secondly, we need a data structure to store the candidate tree-expressions, which will facilitate the 'containment' testing and the generation of new candidate tree-expressions; Apriori dealt with it using the hash-tree. WL dealt with it providing the $\Pi_{k}$ tree, a condensed data structure (cf. Section 2). Thirdly, we need to address the problem related to the combinatorial explosion in the number of candidate itemset of length 2; Apriori dealt with it providing a solution based on hashing [25], which substantially reduces the number of itemsets of length 2 , that must be tested for containment in the database. WL though, does not provide any mechanism for dealing with the combinatorial explosion in the number of candidate 2-treeexpressions. As we prove in Section 5, this issue is present in the context of $W L$ and it is very important, because the 'weaker than' testing is much more time-consuming, since it involves subtree testing. In the next paragraphs, we describe in more detail the aspects of this defficiency of $W L$.

The execution cost of $W L$ is determined by the number of database scans (I/O cost) and the number of candidate treeexpressions generated in each phase (CPU cost). Although $W L$ follows a multiphase approach which requires several database scans (analogous to the Apriori paradigm), it has to be noticed that the I/O cost can be drastically reduced by a straightforward application of other multiphase approaches, like the ones described in Refs. [26,27], which will require up to two scans (or one at the best case for Ref. [27]). ${ }^{1}$ However, regardless of the number of scans, the CPU cost can be significantly large, especially for low support values, as it is the case for mining association rules from itemsets [25]. Moreover, in the case of discovering frequent treeexpressions the CPU cost is increased due to two reasons:
(a) it involves the costly operation of tree matching required by the 'weaker than' criterion, and
(b) the number of candidates can increase very rapidly as a result of the large number of possible combinations due to the ordering and structuring of labels (differently from plain itemsets).

For the reduction of CPU cost at each phase $k$, the generated candidate $k$-sequences should have high

[^1]probability of being frequent and also to avoid generating $k$-sequences that represent the same $k$-tree-expressions. The former requirement is addressed by combining only frequent ( $k-1$ )-sequences (downward closure or antimonotonicity property [29]) and the latter by applying some pruning strategies introduced in Ref. [29, p. 361-362].

In the first iteration, we must construct the set of candidate 2 -tree-expressions. In general, the cardinality of this set would be $L_{1} \times\left(L_{1}-1\right) / 2$, where $L_{1}$ is the cardinality of the set of frequent one-tree-expressions (path expressions). The anti-monotonicity, which states the only combinations of frequent $k$-tree-expressions can produce frequent $(k+1)$-tree-expressions, is not able to prune effectively the number of candidates in this early phase (see also Ref. [3]). Thus, the number of candidate 2-treeexpressions remains very large compared with that for later phases (for $k>2$ ). Our experiments (see Fig. 3) attest that the cardinality of the set of candidate 2-tree-expressions is as much as two orders of magnitude larger than the respective cardinality for $k$-tree-expressions $(k>2)$. In $W L$, candidates are indexed with a trie structure ( $\Pi_{k}$ trie) which requires a large number of tree matching operations, especially during the second phase when the number of candidates is large (see also Section 2.2). The breakdown of the processing cost of each phase (see Section 5.1.2) shows that the second phase corresponds to a performance bottleneck for the WL algorithm.

The above observations come in accordance with analogous ones for the problem of discovering frequent (large) itemsets from basket data [3]. In that case, it was found that support counting for candidates in the early phases is the dominant processing cost, since the principle of anti-monotonicity could not help in pruning many of them. Algorithm $D H P$ proposed in Ref. [25], during the $k$ th pass (usually $k=1$ or 2 ), estimates the support of $(k+1)$ large itemsets so as to avoid generating too many candidates in the next phase. The estimation is derived by hashing during the $k$ th phase, all the $(k+1)$-itemsets contained in each transaction so as to estimate their support during the $(k+1)$ th phase by the size (number of entries) of the corresponding hash bucket. Another technique employed by $D H P$ is the database 'trimming', i.e. the reduction in the number of transactions to be scanned and reduction in the number of items in each transactions, if it can be identified that some transactions or some items cannot contribute to the support of any candidate. Though, the issue of database trimming is orthogonal to our work and could be effectively combined with our technique.

However, the direct application of hashing pairs of 1-tree-expressions, contained in each transaction, into the same bucket of a hash table, in a way analogous to $D H P$, is not efficient in the case of 2-tree-expressions, because there are pairs of path-expressions that will never be combined to generate a candidate. Moreover, since $D H P$ was proposed for itemsets, the hashing of 2 -itemsets can be easily
performed (e.g. by applying a function on the two items). In contrast, tree-expressions have structure and ordering, which have to be taken into account.

Finally, some recent works which proposed methods that avoid generating candidates, like the FP-tree [12], cannot be adapted in a straightforward manner to this problem, because of the structural properties of the treeexpressions.

Therefore, a new method is required that will consider the particular problems of the discovery of frequent treeexpressions and that will address the overhead presented during the early phase of the process, i.e. during the phase of the testing of 2-tree-expressions. Therefore, we seek for an indexing scheme for the space of candidate 2-treeexpressions, in order to discover very fast the set of candidates that satisfy the 'weaker than' relationship without the need to examine this costly relationship of tree matching between almost every pair of a candidate and a transaction (due to non-effective pruning).

### 1.3. Contributions

The focus of this paper is on the problem of how to efficiently index the search space of the candidate 2-treeexpressions. We are seeking for a hashing scheme for treeexpressions that takes into account the structural properties of each candidate, i.e. labels, ordering and nesting.

The present work makes the following contributions. Firstly, it identifies that support counting for 2-treeexpressions is the major performance bottleneck for the $W L$ algorithm. Moreover, it identifies that the number of candidate 2-tree-expressions is the factor responsible for the running-time behavior of the algorithm.

Then, the paper describes an efficient hashing scheme for ordered labeled trees that can help to avoid repetitively performing a tree-matching algorithm. Finally, it presents experimental results for the proposed method in order to evaluate its efficiency.

The rest of this paper is organized as follows: Section 2 gives a comprehensive overview of the $W L$ algorithm and a formal description of the problem we are addressing. Section 3 describes a hashing scheme for ordered labeled trees, which is an efficient solution for our problem and Section 4 presents the complete algorithm for the efficient discovery of structural associations between semistructured data. Finally, Section 5 presents the experimental results and Section 6 concludes with a summary of the paper and its contributions, and some issues that future work could address.

## 2. Preliminaries

### 2.1. Overview of WL algorithm

For our convenience we recall some definitions and give a comprehensive description of the $W L$ algorithm [29].

The data model employed for the representation of semistructured data is that of labeled directed graphs. We adopt the Object Exchange Model [24] for the representation of semistructured objects. In this model, each object is identified by a unique identifier $\& a$ and its value $\operatorname{val}(\& a)$. Its value may be either atomic (e.g. integer, string, float), a list $\left\langle l_{1}: \& a_{1}, l_{2}: \& a_{2}, \ldots, l_{n}: \& a_{n}\right\rangle$ or a bag $\left\langle l_{1}: \& a_{1}, l_{2}: \& a_{2}, \ldots, l_{n}, \& a_{n}\right\rangle .{ }^{2}$ For the schema discovery problem (to be defined shortly after) the user must specify some objects, called transaction objects and denoted as $\top$, whose common structure we are interested in identifying (e.g. in Fig. 1 the target objects are the fish objects (\&1) and (\&2)).

Definition 1 (Tree expressions [29]). Consider an acyclic OEM graph. For any label $l$, let $l^{*}$ denote either $l$ or the wild card label ?, which matches any label.

1. The nil structure $\perp$ (that denotes containment of no label at all) is a tree-expression.
2. Suppose that $t e_{i}$ are tree expressions of objects $a_{i}, 1 \leq i \leq p$. If $\operatorname{val}(\& a)=\left\langle l_{1}: \& a_{1}, l_{2}: \& a_{2}, \ldots, l_{p}: \& a_{p}\right\rangle$ and $\left\langle i_{1}, i_{2}, \ldots, i_{q}\right\rangle$ is a subsequence of $\langle 1, \ldots, p\rangle q>0$, then $\left\langle l_{i_{1}}^{*}: t e_{i_{1}}, \ldots, l_{i_{q}}^{*}: t e_{i_{q}}\right\rangle$ is a tree-expression of object $a$.

Therefore, a tree expression represents a partial structure of the corresponding object, since it can ignore some references of the object and can stop at any level [29]. A $k$-tree-expression is a tree-expression containing exactly $k$ leaf nodes. Each leaf node corresponds to a label path emanating from a transaction object. Hence, a 1-treeexpression is the familiar notion of a path expression, that is, a sequence of labels. Each $k$-tree-expression can be constructed by a sequence of $k$ paths ( $p_{1}, p_{2}, \ldots, p_{k}$ ), called $k$-sequence, where no $p_{i}$ is a prefix of another. In order to account for the fact that some children have repeating outgoing labels, $W L$ introduced superscripts for these labels. Hence, for each label $l$ in $\operatorname{val}(\& a), l^{i}$ represents the $i$ th occurrence of label $l$ in $\operatorname{val}(\& a)$. Consequently, a $k$-tree-expression can be constructed by a $k$-sequence $\left(p_{1}, p_{2}, \ldots, p_{k}\right)$, each $p_{i}$ of the form $\left[\top, l_{j_{1}}^{1}, \ldots, l_{j_{n}}^{n}, \perp\right]$. Although Definition 1 holds for acyclic graphs, in Ref. [29] cyclic OEM graphs are mapped to acyclic ones by treating each reference to an ancestor (that creates the cycle) as a reference to a terminating leaf node. In this case, the leaf obtains a label, which corresponds to the distance of the leaf from its ancestor (i.e. the number of intermediate nodes). For this reason, henceforth, we consider only acyclic OEM graphs. Additionally, WL replicates each node that has more than one ancestor. The result of the above transformation is that each object is equivalently represented by a tree structure.

[^2]Definition 2 (Weaker than [29]). The nil structure $\perp$ is weaker than every tree-expression.

1. Tree-expression $\left\langle l_{1}: t e_{1}, l_{2}: t e_{2}, \ldots, l_{n}: t e_{n}\right\rangle$ is weaker than tree-expression $\left\langle l_{1}^{\prime}: t e_{1}^{\prime}, l_{2}^{\prime}: t e_{2}^{\prime}, \cdots, l_{m}^{\prime}: t e_{m}^{\prime}\right\rangle$ if for $1 \leq i \leq n, t e_{i}$ is weaker than some $t e_{j i}^{\prime}$, where either $l_{j i}^{\prime}=$ $l_{i}$ or $l_{i}=$ ? and $\left\langle j_{1}, j_{2}, \ldots, j_{n}\right\rangle$ is a subsequence of $\langle 1,2, \ldots, m\rangle$.
2. Tree-expression $t e$ is weaker than identifier $\& a$ if $t e$ is weaker than $\operatorname{val}(\& a)$.

This definition captures the fact that a tree-expression $t e_{1}$ is weaker than another tree-expression $t e_{2}$ if all information regarding labels, ordering and nesting present in $t e_{1}$ is also present in $t e_{2}$. Intuitively, by considering the paradigm of association rules [3], the notion of tree expression (Definition 1) is analogous of the itemset of a transaction and the notion of weaker than relationship (Definition 2) corresponds to the containment of an itemset by a transaction (or by another itemset). Wang and Liu in Ref. [29] introduced the use of wild card label ? in order to discover more general patterns. However, the label ? can produce non-meaningful patterns, because tree-expressions containing many ? tend to become frequent dominating the result. Moreover, as mentioned in Ref. [29], it increases the complexity of the problem. Thus, we focus on the paradigm of Ref. [3] where itemsets are drawn from a specified domain where no wild cards exist. The consideration of this topic is a subject of future work, in light of the results produced in Ref. [9].

Definition 3 (Discovery problem). Consider a collection of transaction objects in an OEM graph and a user specified minimum support MINSUP. The support of a treeexpression te is the percentage of transaction objects $t$ such that te is weaker than $t$. We denote that $t$ is frequent (also called large) if its support is above MINSUP. The discovery problem is to find all frequent tree-expressions. $W L$ first determines the frequent path expressions, that is, frequent 1-tree-expressions. Then it makes several iterations. At the $k$ th $(k \geq 1)$ iteration $W L$ constructs a set of candidate $(k+1)$-tree-expressions using the frequent $k$-sequences and applying some pruning criteria. This set is a superset of the actual frequent $(k+1)$-tree-expressions. Then, it determines the support of the candidates by scanning over the database of transaction objects. The number of generated candidates is crucial to performance, since it involves the costly to compute weaker than relationship between tree-expressions, i.e. between pairs of candidate and transaction objects.

### 2.2. Problem description

The structure employed by $W L$ for indexing the candidate tree-expressions of the $k$ th phase is called ( $k-1$ )-candidate-trie (or $\Pi_{k-1}$ ). It facilitates efficient retrieval of pairs of $(k-1)$-sequences $\left(p_{1}, \ldots, p_{k-2}, p_{k-1}\right)$
and $\left(p_{1}, \ldots, p_{k-2}, p_{k}\right)$, and the dynamic growth from $F_{k-1}$ to $F_{k}$. Each sequence is mapped to an ID number, and each node of $\Pi_{k-1}$ contains the ID of the corresponding sequence so as to minimize the storage requirements. During support counting, $\Pi_{k-1}$ attains some pruning based on the downward closure property. This is because, while descending $\Pi_{k-1}$ in a top down fashion, we are able to deduce that a candidate $k$-sequence is not weaker than a transaction object, if at least one of its constituent $j$-sequences, $1 \leq j \leq k$ is not weaker than the transaction object. ${ }^{3}$ Nevertheless, as mentioned in Section 2.1, for the candidate 2-tree-expressions little pruning can be accomplished based on this property, because for every candidate 2 -tree-expression, its first constituting 1-treeexpression is present in too many transaction objects. Whenever $\Pi_{k-1}$ cannot prune the searching of a node, a tree matching operation is performed to test the weaker than relationship between the transaction and the corresponding candidate tree-expression that the examined sequences, up to this node, comprise. Thus, $\Pi_{k-1}$ cannot reduce the processing cost for the support counting of candidate 2 -tree-expressions, which is the most requiring step (with respect to the execution time) of the discovery of frequent tree-expressions.

Therefore, our objective is to have an indexing scheme for the space of candidate 2-tree-expressions, in order to discover very fast the set of candidates that satisfy the weaker than relationship without the need to examine this costly relationship of tree matching between almost every pair of a candidate and a transaction (due to non-effective pruning). Therefore, access to the leaves of the trie is required in such a selective manner, that for every transaction object we could locate those candidates contained in it. In other words, we would like to 'breakbreakdown' the transaction into its component 2 -treeexpressions and then increase their support, if they exist as candidates. Therefore, we can formally define the examined problem as follows:
Definition 4 (Containment searching problem). Let $C$ be a set of trees with exactly two leaf nodes and with labels on edges drawn from a set of character strings. A member of this set will be called pattern tree. Let $T$ be another set of trees with labels on edges drawn from the same set of character strings. Each member of this set may have from 1 to as many leaf nodes. A member of this set will be called subject tree. A pattern tree $c$ is said to 'be contained' into a subject tree $t$ if and only if it is 'weaker than' $t$, with list semantics. The problem is for each $t \in T$ to locate all $c \in C$ that are contained in it.

Our concern is to have a scheme, which incurs only a small computational overhead while dealing with the candidate discovery procedure. We would like our scheme

[^3]to avoid tree matchings and rely upon number comparisons. Additionally, to take into account the special characteristics of our problem, which are the nested structure of the 2-treeexpressions, the ordering between sibling nodes of a candidate, and the absence of regular expressions in our pattern trees. In other words, we seek for a hashing scheme for ordered labeled trees.

## 3. The hashing scheme for labeled trees

Katzenelson et al. [17] described an encoding scheme for solving the problem of type matching, i.e. the search of identical data types in programming languages. Data types are modeled with rooted labeled graphs, which are called type-graphs. The scheme initially maps type-graphs into multivariable polynomials, then each variable is assigned a number from the sequence of the logarithms of prime numbers. With this assignment, according to the Schanuel conjecture [17], the resulting value of the polynomial uniquely identifies the type-graph and is called magic number. The CMP algorithm is proposed in Ref. [17] for the calculation of magic numbers. CMP addresses the existence of back edges in the graph structure (i.e. edges of the type $v \rightarrow u$, where $u$ is an ancestor of $v$ ) and the possibility of a node to have more than one ancestors. More details can be found in Ref. [17].

Ordered labeled trees examined in the present work are a special kind of type-graphs. An encoding scheme for ordered labeled trees can exploit the characteristics of magic numbers, which consider the ordering between sibling nodes and the nesting of edges. Nevertheless, the specialties of the labeled tree structure, compared to typegraph, and the requirement for a hashing scheme with low computational overhead (due to large database size in contrast to a programming language environment) call for a modified algorithm. The algorithm should produce identical results to those of CMP. However, it has to be more efficient than CMP for the case of ordered labeled trees. Thus, we develop a new algorithm based on the original CMP, which takes into account the special properties of our targeted structures, i.e. ordered, labeled trees. We first present
the proposed algorithm for encoding labeled trees with magic numbers and then we describe the hashing scheme.

### 3.1. Encoding algorithm

Let $T$ be a labeled tree. For each vertex $v$ of $T$ we denote the following:

- v.e: the label of the node $v$; recall that we deal with nodelabeled trees. We assume that there exists a mapping of labels into the set of positive integers.
- v.S: the scan number assigned by an ordered depth first search tree traversal (i.e. children of a node are visited according to their order).
- v.l: the level of $v$ (root is at level one and each child of a $v$ is at level $v .1+1$ )
- v. $\mathrm{O}(u)$ : (where $u$ is a child of $v$ ) the index of $u$ among the sequence of $v$ 's children.
- v.M: the magic number corresponding to the sub-tree rooted at $v$.

For the calculation of magic numbers we use the TLP variable, which is a table containing the sequence of logarithms of prime numbers (precomputed). Based on the above, the proposed algorithm, called Labeled Tree Encoding (LTE), is presented in Fig. 2.
$L T E$ algorithm traverses the labeled tree in an depth-first order. The initial call of LTE (not shown in Fig. 2) commences from the root vertex. Compared to CMP, LTE follows a different approach. CMP separately produces the multivariate polynomial and then, in a second stage, it calculates the magic number. LTE calculates at each node the magic number and then propagates it to the parent node, up to the root. The magic number of the root corresponds to the magic number of the entire labeled tree. This approach is more efficient than maintaining a multivariate polynomial (using specialized data structures) during the tree traversal and calculating the magic number in a second stage. Also, differently from CMP, the depth-first traversal of $L T E$ naturally corresponds to the structure of labeled trees.

Considering a vertex $v$ during the traversal, step 1 of $L T E$ initializes the $v . \mathrm{M}$ value to $v . \mathrm{e}+v . \mathrm{S} \times \mathrm{TLP}$ [1]. Thus, both the fact that the tree is labeled and the nesting of vertices (through their scan number) are taken into account. The scan

```
Procedure LTE(TreeNode \(v\), Array TLP)
begin
    \(v . \mathrm{M}=v . \mathrm{e}+v . \mathrm{S} \times \mathrm{TLP}[1] ;\)
    if not ( \(v\) is leaf node)
        forall \(u\) children of \(v\)
            \(u . \mathrm{M}=\operatorname{LTE}(u, \mathrm{TLP}) ;\)
            \(u \cdot \mathrm{M}=u \cdot \mathrm{M} \times \operatorname{TLP}[(v . l+v . O(u))(v . l+v . O(u)-1) / 2-v . O(u)+3] ;\)
            \(v . \mathrm{M}=v . \mathrm{M}+u . \mathrm{M} ;\)
        endfor
    endif
    return \(v . \mathrm{M}\);
end
```

Fig. 2. Labeled tree encoding algorithm.
number v.S is multiplied by TLP [1] based on the approach of CMP, because in the later the scan number is multiplied by the variable that is assigned to the logarithm of the first prime. If $v$ is a leaf node (step 2), the traversal stops and the magic number $v . \mathrm{M}$ is equal to value calculated at step 1. Otherwise, the traversal continues to all children of $v$, at step 3 (children are visited according to their order in $v$, hence the ordered depth-first traversal). Having calculated the $u . \mathrm{M}$ of a child $u$, it is multiplied by the $(v . l+v . \mathrm{O}(u))(v . l+$ $v . \mathrm{O}(u)-1) / 2-v . \mathrm{O}(u)+3$ element of TLP (step 5). This is based on CMP algorithm, since this is the TLP value assigned to the corresponding variable in the polynomial. Finally, all $u . \mathrm{M}$ values are added to $v . \mathrm{M}$ (step 6). Therefore, the ordering of $v$ 's children is taken into account, because each $u . \mathrm{M}$ is assigned to a different TLP value.

### 3.2. Hashing scheme

The magic number of a multivariate polynomial that results after assigning to its variables values from the sequence of logarithms of prime numbers, can be considered as an irrational number. The Schanuel conjecture for the case of type-graphs, ensures no collisions, i.e. no two different type-graphs have the same magic number [17]. Therefore, the same can be stated for the case of $L T E$ and ordered labeled trees. However, by using floating-point arithmetic (e.g. 64 bit double precision float numbers) instead of irrational ones, the resulting magic number is an approximation, which may produce collisions. Experimental results in Ref. [17], however, illustrate that for the case of type-graphs with one million instances (with heights in the range 5-20 and maximum number of a node's children equal to 10 ), no collisions were produced. Thus, the approximation of magic numbers with float numbers is a hashing scheme, mapping irrational magic numbers to floating-point ones that presents good quality in terms of collisions. Moreover, it has to be guaranteed that a magic number can fit within the limits of the specified floating-point arithmetic. For the latter issue more details can be found in Ref. [17], where normalization techniques are proposed.

For large databases of ordered labeled trees, the collection of magic numbers have to be maintained in a probe structure, so that their matching can be examined efficiently. We store the magic numbers in a hash table, the size of which is determined by the size of available main memory. However, due to the possibility of collisions resulted by the floating-point arithmetic, the matching of two magic numbers is verified by the actual matching of the corresponding labeled trees, which is examined by applying a tree-matching algorithm (based on the tree-matching algorithm used in Ref. [29]). The whole procedure is exemplified below:

Example 1. Let three labeled trees, $t_{1}, t_{2}$ and $t_{3}$, be depicted in Fig. 3a. Upon the incoming edge of each node, the corresponding label is drawn (assuming a mapping of labels


(a)

(b)

Fig. 3. (a) An example of three labeled trees. (b) The corresponding probe structure.
to integer numbers). By applying $L T E$ on this collection of labeled trees, we get the resulting magic numbers $m_{1}=$ 19.2628, $m_{2}=26.5046$ and $m_{3}=26.4013$, respectively. It has to be noticed that although $t_{2}$ and $t_{3}$ consist of the same set of labels (i.e. $\{0,3,4\}$ ), due to different structure and ordering, $m_{2}$ is different from $m_{3}$. The magic numbers are stored in hashing structure, depicted in Fig. 3b. Assuming a query tree $q$ that is identical to $t_{2}$, we first apply LTE on $q$. Then, we probe the hash structure with the resulting magic number and we get the entries in position 3 of the structure as candidates. Since only $m_{2}$ matches the query, we perform a tree matching operation between $q$ and $t_{2}$ in order to verify the actual matching of the labeled trees.

## 4. The complete mining algorithm

The complete mining algorithm for the discovery of structural associations consists of two different stages. The first one is the discovery of large path expressions (called 1-tree-expressions, which are trivial sequences), denoted as $F_{1}$. This stage does not involve nesting and ordering. Therefore, traditional techniques [4] can be applied. A straightforward method was adopted in Ref. [29], which selects all path-expressions and counts their support in a single pass. For purposes of fair comparison, we also follow this approach, although other optimizations can be applied (e.g. Web 10 g mining algorithms).

The second stage, including phases $F_{k}, k \leq 2$, introduces the new Containment searching problem (Definition 4), involving tree-expressions. During the second-phase $F_{2}$ of the complete algorithm, 2-tree-expressions are examined. Since the number of candidates in this phase corresponds to the bottleneck of the overall procedure, we apply the labeled tree encoding algorithm and the representation with the hash structure, presented in Section 3. This representation facilitates the efficient support counting. Although this approach can be followed for the forthcoming phases as well, based on the observation in Ref. [25] that in phases larger than two the $D H P$ algorithm does not produce significant improvements (and as verified by experiments we performed for the case of labeled trees), we follow the procedure of $W L$ algorithm for the support counting of $k$-tree-expressions for $k>2$. The complete mining algorithm is depicted in Fig. 4.

As illustrated, steps $2-5$ discover the set of frequent 1 -tree-expressions $\left(F_{1}\right)$. In steps 3 and 4 each transaction is

```
Procedure Mabers(float MINSUP)
begin
    /* phase \(1^{*} /\)
    compute \(F_{1}\)
    forall \(t \in D\)
        trim \(t\) by removing each \(p \in t, p \notin F_{1}\)
    endfor
    /* phase 2 */
    \(k=2\)
    \(C_{k}=\operatorname{GenCandidates}\left(F_{k-1}\right)\)
    forall \(c \in C_{k}\)
        \(m_{c}=\operatorname{LTE}(c)\)
        insert \(m_{c}\) in \(H\left[\operatorname{hash}\left(m_{c}\right)\right]\)
    endfor
    forall \(t \in D\)
        forall \(s \in t, s \in C_{k}\)
                \(m_{s}=\operatorname{LTE}(s)\)
                find all \(c\) in \(H\left[\operatorname{hash}\left(m_{s}\right)\right]\) such that \(m_{c}==m_{s}\)
                if TreeMatching \((s, c)\)
                        c.support++
                endif
        endfor
    endfor
    \(F_{k}=\left\{c \in C_{k} \mid c\right.\).support \(\geq\) MINSUP \(\}\)
    \(k++\)
    \(C_{k}=\) GenCandidates \(\left(F_{k-1}\right)\), construct \(\Pi_{k}\)
    /* phase \(k>2\) */
    while \(C_{k} \neq \emptyset\)
        forall \(t \in D\)
                forall \(c \in \Pi_{k}\)
                if WeakerThan \((c, t)\)
                        c.support++
                endif
                endfor
        endfor
        forall \(c \in \Pi_{k}\)
            if \(c\).support < MINSUP
                delete \(c\) from \(\Pi_{k}\)
                endif
        endfor
        \(F_{k}=\left\{c \in C_{k} \mid c\right.\).support \(\geq\) MINSUP \(\}\)
        \(k++\)
        \(C_{k}=\operatorname{GenCandidates}\left(F_{k-1}\right)\), construct \(\Pi_{k}\)
    endwhile
end
```

Fig. 4. Complete algorithm.
trimmed against $F_{1}$ by removing all path sequences that do not belong to $F_{1}$ This optimization helps the forthcoming phases, since the complexity of the tree matching procedure depends on the tree sizes (this optimization is also applicable to $W L$ algorithm).

For all candidates generated from $F_{1}$, the magic number is found with the LTE algorithm, and it is stored in a hash
structure together with a pointer to the corresponding labeled tree (steps 8-12). The size of the hash structure depends on the available main memory. To count the support of candidate 2-tree-expressions, the 2-tree-expressions components of each transactions are found and the corresponding magic numbers are calculated (step 14). For each such magic number the hash structure is probed and when a matching among magic numbers is found (steps 15 and 16), the corresponding trees are examined with the tree-matching algorithm (step 17). In case of a match, the support of the candidate is increased by one (step 18). The set of large candidates comprise the set of large 2 -tree-expressions, denoted as $F_{2}$ (step 22). As described, for the next phases, the procedure of $W L$ for the candidate support counting is followed (steps 25-42). Based on Ref. [29], support counting is facilitated by the $\Pi_{k}$ structure.

Since the selectivity of the $\Pi_{k}$ structure is not high (see Section 1.2), by considering the very large number of candidates in the second phase which is the bottleneck of the whole mining procedure, the $W L$ algorithm presents a significantly larger cost compared to the procedure followed by the Mabers algorithm of Fig. 4. The objective of encoding labeled trees with magic numbers is to result in fast operations of probing the hash structure instead of performing tree matchings as in the case of WL and the $\Pi_{k}$ structure. Experimental results in Section 5 verify this conjecture.

## 5. Experiments

This section presents the experimental results on the performance of the Mabers and the WL algorithm. Similar to Ref. [29], we used synthetic as well as real data in order to evaluate the performance of the algorithms over a range of data characteristics. For the synthetic data, it was pointed out in Ref. [29] that the performance of the algorithms is affected by the number of candidates of each phase and not from the number of transaction objects or the number of labels. Thus, we present experiments where the independent variable is the number of candidates. In this way, we are able to 'capture' a wide range of different database configurations (small/large databases, many/few labels, many/few nodes, etc.) by varying the number of candidates. As for the real datasets, similar to Ref. [29], we used a portion of the Image Database (found at us.imdb.com).

In the Section 5.1, we describe the experiments with synthetic data and in Section 5.2 we present the results for real datasets.

### 5.1. Experiments with synthetic data

### 5.1.1. Generation of synthetic workloads

We generated acyclic transaction objects whose nodes have list semantics only. Each workload is a set of transaction objects. The method used to generate synthetic
transaction objects is based on Refs. $[3,29]$ to the extent possible, since not all details are clearly documented. In the next paragraphs, we give a comprehensive overview of the workload generator.

Each transaction object is essentially a hierarchy of objects. Atomic objects are the objects having no descendants. The height of an object is the length of the longest path from that object to a descendant atomic object. Atomic objects are at level 1. The level of a non-atomic object equals the length of the longest path from that object to a descendant atomic object. All transaction objects are at the same level $m$, which is the maximal nesting level. Each object is recognized by an identifier. The number of identifiers for objects of level $i$ is $N_{i .}$ Each object is assigned one (incoming) label which represents a 'role' for that object. Any object $i$ that has as subobject an object $j$, will be connected to $j$ through an edge labeled with the label of object $j$. This means that once we select the subobjects for an object we immediately have decided about the label of their linking edge. All transaction objects have the same incoming label. Next we describe how to draw labels for object identifiers and how we select the subobjects of any non-atomic object.

Objects belonging to the same level are assigned labels drawn from a set which is different for each level and its cardinality is $L_{i}$ for the $i$ th level. We treat each object serially and draw a label using a self-similar (fractal) distribution [11]. This power law provides the means to select some labels more frequently than others and thus to simulate the fact that some 'roles' appear more frequently. A parameter of this distribution determines the skewness of the distribution ranging from uniform to highly skewed. In our experiments, we used a parameter equal to 0.36 , so as to simulate a situation where labels are not equiprobably selected, but on the other hand almost all labels are used when the number of selections is large enough compared to the set of labels.

The next issue that must be addressed is how many and which lower level objects to select as subobjects for any given object at level $i$. First, the number of its subobject references is decided to be uniformly distributed with mean equal to $T_{i}$. The selection of subobjects must model the fact that some structures appear in common in many objects. In order to achieve this, we used the notion of potentially large sets [3]. Thus, subobject references for an object at level $i$ are not completely random, but instead are drawn from

Table 1
Notation used for the generation of synthetic data

| Symbol | Explanation |
| :--- | :--- |
| $L_{i}$ | Number of level- $i$ labels |
| $N_{i}$ | Number of level- $I$ object identifiers |
| $T_{i}$ | Average size of val $(o)$ for level- $i$ identifiers $o$ |
| $I_{i}$ | Average size of potentially large sets in $\Gamma_{i}$ |
| $P_{i}$ | Number of potentially large sets in $\Gamma_{i}$ |
| $m$ | Maximal nesting level |

Table 2
Data sets used for the experimental evaluation

| Symbol | Data set |
| :--- | :--- |
| $D_{1}$ | $\langle 100,5 K, 1,3,100\rangle,\langle 1 K, 5 K, 15,3,300\rangle,\langle 1 K, 5 K, 15,3,700\rangle$, |
|  | $\langle 1 K, 5 K, 15,3,700\rangle,\langle 1,30 K, 15,0,0\rangle$ |
| $D 2$ | $\langle 100,5 K, 1,3,100\rangle,\langle 500,5 K, 15,3,300\rangle,\langle 500,5 K, 15,3,700\rangle$, |
|  | $\langle 500,5 K, 15,3,700\rangle,\langle 1,30 K, 15,0,0\rangle$ |
| $D 3$ | $\langle 100,5 K, 1,3,100\rangle,\langle 750,5 K, 15,3,300\rangle,\langle 750,5 K, 15,3,700\rangle$, |
|  | $\langle 750,5 K, 15,3,700\rangle,\langle 1,30 K, 15,0,0\rangle$ |
| $D 4$ | $\langle 100,5 K, 1,3,100\rangle,\langle 500,5 K, 15,3,300\rangle,\langle 500,5 K, 15,3,700\rangle$, |
|  | $\langle 500,5 K, 15,7,700\rangle,\langle 1,30 K, 15,0,0\rangle$ |

a pool of potentially large sets. If the maximum nesting level equals $m$, then this pool is comprised by $m-1$ portions, namely $\Gamma_{1}, \Gamma_{2}, \ldots, \Gamma_{m-1}$. Each $\Gamma_{i}$ is comprised by sets of level- $i$ identifiers. The average size of such a set is $I_{i}$. For more details regarding the distribution of cardinality of these sets and the method for selecting object identifiers can be found in Ref. [3]. The construction of the objects is a bottom-up process. Starting from level-2, we must construct $N_{2}$ objects. For each object, we first choose the number of its subobject references (that is, its size) and then pick several potential large sets from $\Gamma_{1}$ until its size is reached. Recursively, we construct the level-3 objects and so on. For any object belonging to any level, say level $i>2$, we obligatorily choose one potentially large set from $\Gamma_{i-1}$ and then we choose the rest potentially large sets equiprobably from all $\Gamma_{j}, 1 \leq j<i$.

Thus, a generated data set in which transaction objects are at level $m$ will be represented as: $\left\langle L_{1}, N_{1}, I_{1}, P_{1}\right\rangle,\left\langle L_{2}, N_{2}\right.$,$\left.T_{2}, I_{2}, P_{2}\right\rangle, \ldots,\left\langle N_{m}, T_{m}\right\rangle .{ }^{4}$ Table 1 summarizes the meaning of various parameters used by the generator, whereas Table 2 describes the datasets we used, according to the notation of Table 1. The examined values were selected along the lines of those used by Wang and Liu [29].

### 5.1.2. Cost breakdown

The first experiment aimed at identifying the computational requirements of each phase for $W L$. Due to reasons explained in Section 4, we focus on phases $F_{k}, k \geq 2$ (second stage). Table 3 depicts the number of candidates $\left|C_{k}\right|$ for phase $k$ for the data sets $D_{1}$ and $D_{2}$. We can observe that $\left|C_{2}\right|$ is as much as two orders of magnitude larger than the number of candidates for the other phases. Notice also that the difference in $\left|C_{2}\right|$ between $D_{1}$ and $D_{2}$ is due to the smaller number of labels in $D_{2}$, which increases the search space, as indicated in Ref. [29]. The large size of $\left|C_{2}\right|$ comprises the bottleneck of the whole procedure, as illustrated in Fig. 5 which presents the execution times of each phase. This verifies the motivation stated in Section 1.2.

### 5.1.3. Comparison of Mabers and WL

Next, we conducted an experiment to compare the performance of Mabers and WL with respect to the number

[^4]Table 3
Number of candidate tree-expressions for each phase

|  | $D_{1}$ | $D_{2}$ |
| :--- | ---: | ---: |
| $C_{2}$ | 33,016 | 117,870 |
| $L_{2}$ | 146 | 161 |
| $C_{3}$ | 364 | 358 |
| $L_{3}$ | 20 | 28 |
| $C_{4}$ | 15 | 29 |
| $L_{4}$ | 0 | 0 |



Fig. 5. Execution time for each phase.
of candidates. Both algorithms were implemented using the same components (wherever feasible). However, in order to decouple the comparison from specific software and hardware implementations, we used as performance measure the number of numerical operations executed by each algorithm.

Fig. 6 depicts the results of the comparison with respect to the number of candidates. We used the data sets $D_{1}-D_{4}$, which produce number of candidates in the range from a few
tenths to a hundred of thousands. As depicted, the cost of both algorithms increases with increasing number of candidates. However, the increase for $W L$ is much more noticeable indicating that it is affected by the bottleneck. On the other hand, Mabers is not affected as much as $W L$ and it achieves a performance improvement up to two orders of magnitude.

### 5.2. Experiments with real data

In order to test our finding about the combinatorial explosion in the number of candidate 2 -tree-expressions and the relative performance of the algorithms over real datasets, we extracted a small subset of the movie objects found at the Image Database (http://us.imdb.com). We extracted the relevant information about the movies produced in the United States during the last 20 years, i.e. ( $1983 \leq$ Released_Year $\leq 2003$ AND Country=USA). In response we got around 11,000 movie titles. Along the lines of Ref. [29], we retrieved the most common fields of these movies for the OEM graph we built. We set the support threshold to $30 \%$ and run the two algorithms. Firstly, we examined the number of candidate tree-expressions of each phase, to test whether the combinatorial explosion problem still persists, because real data are 'denser' than synthetically generated. Although, we found a small alteration in the relative number of candidates in each phase and a larger number of phases, as can be seen in Table 4, the combinatorial explosion problem is still present.

As for the relative performance of the algorithms, the $W L$ algorithm performs as much as $3 \times 10^{8}$ numerical operations (node comparisons), whereas the Mabers algorithm performs around $9 \times 10^{6}$ node comparisons, which is more than an order of magnitude faster than $W L$.


Fig. 6. Comparison between Mabers and WL.

Table 4
Number of candidate tree-expressions for each phase in real data

|  | $D 1$ |
| :--- | ---: |
| $C_{2}$ | 17,612 |
| $L_{2}$ | 503 |
| $C_{3}$ | 913 |
| $L_{3}$ | 328 |
| $C_{4}$ | 164 |
| $L_{4}$ | 107 |
| $C_{5}$ | 96 |
| $L_{5}$ | 60 |
| $C_{6}$ | 44 |
| $L_{6}$ | 11 |
| $C_{7}$ | 4 |
| $L_{7}$ |  |

## 6. Conclusion

We considered the problem of the efficient discovery of structural associations for semistructured data. Motivated by the overhead incurred by the early phases of the discovery procedure, we examined how to efficiently index the search space of candidate tree-expressions.

We recognized that support counting for candidate 2-tree-expressions is the main performance bottleneck. We proposed a new algorithm, called Mabers, which uses a hashing scheme for ordered labeled trees in order to efficiently carry out the support counting procedure for the second phase. It compares favorably with a previously proposed algorithm, namely $W L$ [29].

Using a synthetic data generator, the experimental results showed that Mabers clearly outperforms WL. For data sets with large number of candidates, Mabers is up to two orders of magnitude better than $W L$.
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[^1]:    ${ }^{1}$ For reasons of fair comparison, we adopt the Apriori-like paradigm, similar to $W L$.

[^2]:    ${ }^{2}$ Order does matter in a list but it does not in a bag. Label repetition is allowed both in a bag and a list node. In tile present paper we deal only with nodes of list type, since our target is ordered semistructured data (e.g. XML).

[^3]:    ${ }^{3}$ It has to be noticed that $\Pi_{k-1}$ is different from tile candidate-trie used for the case of plain itemsets, due to tile weaker than relationship used for the discovery of frequent tree expressions.

[^4]:    ${ }^{4}$ Remember that $T_{1}=0, L_{m}=1$ and that there is no $\Gamma_{m}$.

