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Abstract—Social tagging is becoming increasingly popular in songs tagged as “classic”. However, there are some imgortan

music information retrieval (MIR). It allows users to tag music
items like songs, albums, or artists. Social tags are valu#b to
MIR, because they comprise a multifaced source of informatin
about genre, style, mood, users’ opinion, or instrumentatn.
In this paper, we examine the problem of personalized music
recommendation based on social tags. We propose the modeajinf
social tagging data with 3-order tensors, which capture cuiz (3-
way) correlations between users-tags-music items. The disvery
of latent structure in this model is performed with the Higher
Order Singular Value Decomposition (HOSVD), which helps
to provide accurate and personalized recommendations, i.e
adapted to the particular users’ preferences. To address
sparsity that incurs in social tagging data and further improve
the quality of recommendation, we propose to enhance the
model with a tag-propagation scheme that uses similarity aes
computed between the music items based on audio features. As
a result, the proposed model effectively combines both infe
mation about social tags and audio features. The performare
of the proposed method is examined experimentally with real
data from Last.fm. Our results indicate the superiority of the
proposed approach compared to existing methods that suppss
the cubic relationships that are inherent in social taggingdata.
Additionally, our results suggest that the combination of scial
tagging data with audio features is preferable than the solaise
of the former.

Index Terms—Social tags, Audio similarity, Music Recommen-
dation, Tensors, HOSVD.

challenges posed by the free nature of social tags, which
impact their direct usage as query terms:

« The first challenge is that tags may have more than one

meaning, a problem callgablysemyFor instance, several
users may refer to music composed in the 18th century
with the tag “classic”, but the tag “classic” may also
be assigned by other users to rock songs from the 60's.
Thus, when applying “classic” as a query term, users may
unfortunately retrieve a mixture of music pieces from the
aforementioned categories.

A second challenge is the existence of different tags
with similar meaning, a problem callesynonymyAs a
result, related music items may not be retrieved together,
because they do not share any tags. For instance, some
music pieces composed in 18th century may be tagged
as “orchestral” and not be retrieved together with others
tagged as “classic”.

A third challenge, not related to the meaning of tags, is
that most of the music items are tagged poorly, a problem
called sparsity (or cold-star). For instance, a new song

is not being as frequently tagged as one that topped the
charts. Therefore, users face difficulties when trying to
retrieve less frequently tagged content.

The widely used technique of latent semantic analysis
(LSA) [4] has recently been applied as a MIR method
Social tagging is the process through which users apgbt addressing the problems of synonymy, polysemy, and
free text metadata (tags) to annotate items and to faeilitaioise in social tags [8]. LSA reveals latent structures in
their retrieval. Social tagging is gaining increasing plapty the data by using techniques like the Singular Value De-
in music information retrieval (MIR). Web sites like Lashf composition (SVD). Therefore, similar music items can be
MyStrands, and Qloud, allow users to tag music items sugétrieved and recommended to users based on their rep-
as songs, albums, or artists. The power of social tags lies @3entation in the resulting latent space, even if they do
the fact that they are shared among users. Social tags providt share any tags (not even the query tagdn the
information about various features that are desirable iRMlother hand, the problem of sparsity has been investigated
like the genre, style, mood, users’ opinion, or instruméota  in a number of ways. Tagging games, like Tag a Tune
Thus, conversely to a single piece of information, like thevww.gwap.com/gwap/gamesPreview/tagatune), Major Kine
genre assigned from a taxonomy, social tags comprise(rBajorminer.com), Listen Game (www.listengame.org), or
multifaced source of information about music content [7]. Herd It (apps.facebook.com/herd-it) collect tags with lanm
Social tags can be used in several ways. The most widglayers that try to guess the tags of other players. Despite o
applied way is to consider them as query terms, e.g., find g&leir potential, music tagging games have not reached tie sc
The first author gratefully acknowledges the partial coding of of social tagging systems (like Last.fm) [7]. For this reaso
his work through the European Commission FP7 project Mysledif€S€arch has been conducted to employ features extracted
(www.mymediaproject.org) under the grant agreement n60Q8. from audio to directly fight sparsity in social tagging syste
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I. INTRODUCTION

1As the results may not share the query tag, in the sequel we gemrerally
refer to the problem as the recommendation of music itemsause the
retrieved results may contain items not explicitly reqadst



based similarity can help to propose labels to yet unlabelptesent how the proposed method applies HOSVD to rec-
songs [12]. Autotagging [3] represents another approaah ttommendation. To ease comprehension, the proposed method
uses automated content analysis to predict social tagstlfireis outlined with a motivating example. Since the model,
from audio. i.e., the 3-order tensor, is highly sparse, we subsequently
(Section V) describe a method to exploit audio features and
reduce sparsity. Our experimental results on real-wortdaso
tagging data from Last.fm (Section VI) provide evidencewtbo
Approaches based on LSA [8], compute the SVD of the effectiveness of the proposed method and how it addresse
two dimensional matrix that represents 2-way relationshipll the aforementioned problems. Finally, we furnish theiba
between music items and tags. Although, as previously desnclusions of our study (Section VII).
scribed, this approach addresses synonymy and polysemy, it
suppresses the 3-way (cubic) relationships originallyt@ioed Il. RELATED WORK

in the social tagging data, i.e., between users-items-tiags . . . .

. gging data . S Music recommendation has been addressed in various

just 2-way relationships, i.e., between items-tags. Harev .
. . o . works. In an early attempt, Logan [10] proposed a music

music is an artistic concept and music items have a rich an . . .

complex view which is onlv partially verceived by partiacl recommendation method based solely on using acousti@base
P f yp yp yp similarity measure. Other approaches try to bridge the sema

USers, depe_ndlng on their emotional and cu!tural PETSyE o ic gap and to employ hybrid music recommendation methods.
music. Social tags are a powerful mechanism that project fgr = L

. . : C oshii et al. [14] model collaborative filtering (CF) datadan
each user his perception about a particular music item. For

instance, when only items-tags relationships are co .”eraud|o-contentdata together, and unobservable user prefes

. . are statistically estimated. Li et al. [9] employ a probiskiit
assume that a male us#j is fond of young female singers e . . .
. . “ i model estimation for CF. Celma [1] mines music information
and has tagged Christina Aguilera as “sexy” and Beyon

ffom the web (album releases, MP3 blogs, etc.) and combines

as "sensual’, whereas a female ugér likes male singers it with user profiling and audio-content descriptions. Ho
and has tagged Lenny Kravitz as “sexy”. When intending i[ b 9 P - FoeR

listen to “sexy” artists, the recommendation resultstfgrwill .%ese existing works are different from our proposed method

include both Aguielera and Beyonce (i.e., synonymy betwelh the fact that they do not exploit social tags, whose large

“sensual” and “sexy” is addressed), but Kravitz as wellgsin potential for MIR has been only recently recognized [7], [8]
the personalized aspect of the tag "‘sexy“ is ignored The application of LSA for discovering the latent semantic

To overcome this problem, we have recently proposed [1% ucture in an items-tags space has been proposed by Levy

: . . g and Sandler [8]. As described in Section I-A, methods based
to extent LSA towards the consideration of cubic relatigpsh S he 3 . lationshi
between users-items-tags. This was attained by gene@liz?n LSA suppress the 3-way users-items-tags relationships

ST . .~ "and, thus, do not consider the personalized aspect of tags.
the SVD method to higher dimensions through the nghe{_—

Order SVD (HOSVD), a technique that finds increasinglgé.hIS problem has_ been_re_cently examined in [13]. However,
N . . A ifferently from this preliminary work, our proposed metho
more applications in various scientific fields [6]. Based on

HOSVD, substantially better personalized recommendatio&xglggzig(i;(;r:]:)érSeZZ'?L;agfébblg:nal)sfosl;e;tsuitr;s extracterhf

can be provided. Nevertheless, the method presented in Ouf, . o X :
n innovative combination of social tags and audio features

preliminary work did not address the problem of sparsity.
. o : . as been proposed by Eck et al. [3], where new tags are
Along the lines of [3], [12], sparsity in social tagging systs , ; . : .
. ; predicted, while using audio features extracted from music
has to be confronted with features extracted from audio. How . . .
. . ~and supervised learning. This method focuses on the task
ever, the latter two works focused on automatic tag pretficti . .
: . of tag autocompletion, by allowing the system to suggest
(used, e.g., for tag autocompletion) and not on persortlizg . .
. o tags to users, opting to a quick converge on a stable set of
recommendation of music items. .
tags, whereas we focus on the problem of recommending
music items, not tags. Sordo et al. [12] propose a way to
B. Contribution and Layout annotate music collections by exploiting audio similarity

Here, we propose a method based on HOSVD to extend Survay to propagate labels to untagged songs. We use a

; . o .. Similar approach, but we follow a different technique and fo
previous work on recommending music items, by combini

ng .. L
similarities extracted from audio features with socialstaln & different purpose. We focug on hovy to propqgate tags within
the tensor model of the social tagging data in order to help

particular, we opt to address all de_scrlbed _problems: - SyI—(&OSVD to discover better latent structure and to improve the
onymy and polysemy, as HOSVD is effectively an extende

LSA, (ii) consideration of the personalized aspect of tags, quality of personalized recommendation of music items.
HOSVD is able to reveal 3-way latent correlations, and (iii)

sparsity, as similarities from audio features can accoont f Il TENSORS ANDHOSVD

the absence of social tags. After summarizing related workThis section provides a concise introduction to the topic
(Section II), we describe how the proposed method model§ tensors and their decomposition. t&nsor is a multi-
the social tagging data with a 3-ordemsor (three dimen- dimensional matrix. AnN-order tensor.A is denoted as

A. Background and Motivation

.....

background information (Section Ill). Next (Section IV)ew purposes of the proposed approach, only 3-order tensors are



used. In the following, tensors are denoted by calligraphic IV. RECOMMENDATION BASED ONHOSVD

uppercase letters (e.g4, B), matrices by uppercase letters rjrst we outline the proposed method, which bases the

(e.9.,4, B), and scalars by lowercase letters (e«gh). recommendation of music items on HOSVD, through a mo-
HOSVD generalizes SVD to multi-dimensional matritiyating example. Next, we analyze the steps of the proposed

ces [2]. To apply HOSVD on a 3-order tensgr we need method. To ease the presentation, this section bases dtsselis

the definition of the following threenatrix unfoldings sion only on social tags. The combination with audio feature

A, € RI<Els A, € RI<D s 4y € ROEXD: is separately described in the following section.
) )

Each4,, 1 < n < 3, is called thes-mode matrix unfolding A ©utline
of A and is computed by arranging the corresponding fibersThe data collection accumulated by the social tagging
of A as columns of4,. The left part of Figure 1 depicts System is calledisage datawhich can be represented by a
an example tensor, whereas the right one shows the 1-meéeé of triplets(u, t,i). Each triple denotes thait user labeled
matrix unfoldingA; € R11*%21s where the columns (1-modewith the ¢ tag the: item.
fibers) of A are being arranged as columns 4f. To outline how the proposed approach works, we use as
running example the usage data illustrated in Figure 3, &vher
. 4 users tagged 4 different music items (artists). In thisrégu
e LT the arrow lines and the numbers placed on top of them give
i the correspondence between the three types of entities. For
example, usel/; tagged Beyonce (item af) as “sensual”
(tagT1). From Figure 3, we can see that us&isandU; have
a common interest about female singers, while uggrand
2 U4 have a common interests about male singers.
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Fig. 1. An example tensad and its 1-mode matrix unfoldingl; .

Next, the n-mode product of anN-order tensorA & / wspnal i
RIX-xIN by a matrix U € R/»*I» is defined, which is
denoted asd x,, U. The result of thex-mode product is an u : [ ] 3

(I1 x Iy x ... X In_1 X Jp X Iny1 X ... X Iy)-tensor, the
entries of which are defined as follows:

2 2 ( ;: )
female vocalists Nelly Furtado
4
5 4

U; T3 \ i

(A Xn U)i1i2...in71jnin+1~..iN = \ sexy wstmaAgmlem
7 6,7

male vocalists Lenny Kravitz

U,
E Qiyis..cin_vining1..in Winin 1)

7:71,

i
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Since the focus is on 3-order tensors,c {1,2,3}, only Fig. 3. Usage data of the example.
1-mode, 2-mode, and 3-mode products are being used. The

HOSVD of a 3-order tensa# can be written as [2]: A 3-order tensord € R**4*4 can be constructed from these
usage data, whose elements are given in Table I. Along with
A=8x,UD x, UP x,U® (2) each element we associate a weight, initially set to 1 (the ro

of this weight is explained in the end of this section).
whereU™M U@ U®) contain the orthonormal vectors (called
the 1-mode, 2-mode and 3-mode singular vectors, respec-

Arrow Line User | Tag | ltem | Weight

. . ) 1 U | Th I 1
tlvely)_spannlng the column space of thlg, A5, A3 matrix 2 Us | Ty I 1
unfoldings.S is the core tensor and has the property of all 3 Up | Ty I 1
: . . 4 Ua T3 I3 1
orthogonality. Figure 2 illustrates the result of HOSVD. c oo | L 1
6 Us Ty n 1
L 7 Uy Ty 14 1
I I 1 TABLE |
L I L THE ELEMENTS OF THE TENSOR FROM THE EXAMPLE INFIGURE 3.
I 4 = o I ]S L
-
The proposed method applies HOSVD on the 3-order tensor

A constructed from these usage data. Similarly to LSA for
two dimensional matrices, we maintain only a number of the
original dimensions in each of the three modes (this proaedu

Fig. 2. Visualization of the result of HOSVD.



is detailed in Section IV-B). This way, we get a reconstrdcteersonalized recommendations to different users for theesa
tensorA, which approximates!. A reveals the latent structurequery.

in A and contains a reduced amount of noise comparedl. to
Table Il gives the elements of the reconstructed tensor fgr
the tensor of Table 1. The graphical form df is depicted in
Figure 4.

Algorithm

In this section, we elaborate on the algorithm that applies
HOSVD on tensors and recommends musical items according
to the detected latent associations in the reconstructesbite

[T 1,2 @ The procedure can be decomposed in 6 steps presented as
sensual Reyoncs follows.
1) The initial construction of tensod: Based on the usage

e @ data, we construct an initial 3-order tensdre RI.x[exTi
Nelly Furtado where I, I;, I; are the numbers of users, tags and items,

~, female vocalists
\ - respecuvely. The initial weight assigned to each entry4of
O 1>

— I is equal to 1.
o %Y 2) Matrix unfolding of tensorA: As described in Sec-
tion 1ll, a tensor.A can be unfolded i.e., transformed to a
mal”%m 7 Lmz two dimensional matrix. In our approach, the initial tengbr
Y is unfolded to all its three modes. Thus, after the unfoldihg
tensor A, we create 3 new matrice$,, A, Az, as follows:

Al c RluXItli A2 c th X1y 1; A3 c Rlult x1;
) )

Christina Aguilera
16

Fig. 4. Graphical form of the reconstructed tensor for thaneple.

3) Application of SVD on each unfolded matriXext, SVD

Arrow Li U Tag | Tt Weight . ; . .

"owl ne Ifr 1?19 Zm 5'30 is apphed on the thrge matrix unfo_k.jlng% 1< n<3),
2 Uz | Th L 1.20 resulting to the following decomposition:
3 Us T I 0.85
4 Uy | T3 | Iy | 085 A, =UM . .x0) (v <p<3 (3)
5 Us | T3 Iy 0.72
6 Us | Ta | Ia 117 To reveal latent associations and reduce noise, the dimen-
7 Us | Ty | I 0.72
B Us | Ty | I 036 sionality of each array containing the left-singular vestg.e.,
9 Uy | Ts | Is 0.35 matricesU"), U2 U®)) has to be reduced. Therefore, we
10 Uy | Ts | Iy 0.44 maintain the dominant,, left singular vectors in eacty (),

TABLE Il 1 < n < 3 matrix (as will be shortly explained, onlgy (")

THE ELEMENTS OF THE RECONSTRUCTED TENSOR FROM THE EXAMPLE IN matrlces are used |n the fo”ow|ng) based on the Corresmndl
FIGURE 3. . £ 5(n) . ..
singular values ™). The resulting matrix is denoted as
(") The value of¢, parameters are usually chosen by
preservmg a percentage of information of the originaLift).

The reconstructed tensad additionally contains latent In our experiments this percentage was set to 60%, because
associations discovered among the involved entities,lwaie we found that higher values increase the computation time
typed with boldface in the last three rows of Table Il (the-cofyithout paying-off in terms of the accuracy of prediction.
responding arrows in Figure 4 are depicted with dotted )ines 4) The core tenso§ construction: The core tensor S (see
Each element ofd is represented as a quadruplett,i,w). Equation 2) governs the interactions among the three examin

The weightw of each quadruplet corresponds to the |Ikene$ﬁodes. Its construction is implemented as follows:
that useru will tag with ¢ the ¢ item. Please notice that the

~ T T
reconstructed tensod has modified weights compared to the S=Ax; ( 1>) X9 (Uc(f)) X3 (UC@) . @
original tensor.A. Therefore, we can use the reconstructed

tensor to reveal latent associations and recommend to a USREre A is the initial tensor anc(U("))T is the transpose of
. . . . Cn
u items for a query tag according to the weights in the

quadruplets that contaim and1. U™ . Notice thatS is ac; x ¢ X 3 tensor.

In our example, assume that both usisand U, provide 5) The reconstructed tenso4: Finally, the reconstructed
as query term the tag “sexy’T§). From the reconstructed tensor.A is computed by:
tensor an(_j t.he quadrupl«éUl,Tg,Ig,O.35>, we can recom- A=58x, Ucl) X Uc(z) X3 Uc(3) (5)
mend Christina Aguilera t@/;, whereas from the quadruplet A ! 2 C
(U4, T3, 14,0.44), we can recommend Lenny Kravitz i9,. where A is a tensor with the same size a A is a good
It is worth mentioning that neithdl’; nor U, have originally approximation ofA, in the sense that the Frobenius norm
tagged any artist as “sexy”. Thus, similarly to LSA [8], thd|.A — /l||2F (element-wise squared differences) is small [2].
latent relationships provide 16, andU, recommendations for Moreover, as describedd contains less noise and contains
this tag. Conversely to LSA [8], however, the consideratioadditional, latent associations, resulting from keepindy a
by HOSVD of all 3 modes (users-items-tags) helps to provideibset of the dominant left singular vectors in Step 3.



L[ T2 [1s [Ta]

6) The generation of the item recommendatiofi$ie el-

ements of the reconstructed tensdr are represented as :; 0.3 8:2 8:?
quadruplets(u, t, i, w), where thew weight corresponds to T3 0.2
the likeliness that user will tag item ¢ with tagt. If N items

have to be recommended iothat queried with tag, then TABLE Il

iee . . . EXAMPLE OF SIMILARITIES BETWEEN THE ITEMS OFTABLE |.
(as exemplified in Section 1V-A) th&/ items are selected that

have the highest weights from quadruplets that contain hoth

andt Thus, thea parameter acts as a threshold to decide whether

or not to propagate the tags. With higher values ofags are
propagated with higher confidence, since only very similar
V. EXPLOITING AUDIO SIMILARITY songs are taken into account. However, their number may be

Sparsity occurs in social tagging data, because usersaendqt adequate to address the sparsity. Winesilow, more tags

provide a relatively small number of tags and, moreovelythgan be propagated, but this time with lower confidence. Thus,

tend to tag only a small subset of popular music items. As“&e latter case has the danger of mcludmg noise that Wépnf
recommendation result. In our experimental evaluatien

consequence, when using a 3-order tensor to model the sog?gl he | tand h A hel
tagging data, the resulting tensor can be very sparse. @pargemonstrateht € 'mF’g‘C(tj@ and how tg\g propagation can help
affects negatively the HOSVD and the discovery of latefi 'MProve the provided recommendations.

structure. Thus, the quality of the resulting recomme oafati
reduces. VI. EXPERIMENTAL EVALUATION

An effective way to address sparsity is to exploit an audio- We experimentally compare the proposed method, denoted
based similarity measure, so that untagged items can tnheg MusicBox (MB§, against the following methods: (i) Rec-
social tags from tagged items to which they are acousticalynmendation based on HOSVD that does not consider audio
similar. This process is based on the assumption that simifaatures [13]. (i) Recommendation based on LSA applied to
sounding music will have similar tags [7]. Similarly to [12] items-tags (2-way) relationships, with recommendaticgiadp
the audio-based similarity can be considered as a "blagknerated based on the Item-based (IB) algorithm [11]. In
box” (the computed audio similarities are normalized in theimpler terms, LSA combines SVD and vector cosine similar-
range 0-1). In our study, we focused on songs as mugig (in the reduced space). Comparison against HOSVD will
items and we computed the audio similarityn(i, j) between indicate how much the consideration of audio features helps
any two songsi,j using the G1C algorithfa G1C first to address sparsity, whereas comparison against LSA will
applies 1-Gaussian Mixture Model (GMM), based on the Méhdicate how much the consideration of 3-way relationships
Frequency Cepstrum Coefficients (MFCC) and then it applig@lps to provide personalized recommendations with higher
KL-divergence. The number of MFCC used in our experimengfuality. The experiments were conducted with a 64-bit, with
was 20. This similarity measure exploits mostly timbral angéin Intel Xeon CPU at 2 GHz with 4 cores and 8 GB RAM.
rhythmical features, but it does not take into account other
mid-level features such as tonality.

The propagation of tags is performed as follows. For ea _ _ _
user-tag(u, t) pair in the original datas; denotes the set of All examined methods have been implemented in Matlab.
songs that have been tagged by usavith the ¢ tag, andS, For HOSVD and MB, we used the Multislice Projection (MP)
the set of songs that have not been tagged by useth the ¢ _toolbo>(‘ that scales to large tensors that cannot be maintained
tag. Then, for each € S5, a weightw is measured as follows: N Meémory.

w = Mmazyyes, Sim(s, p). Given a parameter, if w > a, then A real data set_has been crawleq from Last.fm. The (_jata
we assume that has tagged ast. We considew as a weight Was gathered during June 2008, using Last.fm web services.
that represents the likelihood of this labeling. This pssce The musical items correspond to song titles. The preprougss
results to new quadruplets of the forfn, ¢, s, w), which are of tags involved their tokenization with a standard stcg-li
added to the original data (recall that each quadrupletén tAnd filtering by removing tags that are either personal (e.g.
original data has weight equal to 1). “seen live”, “I own it") or organizational (e.g., “check dit

As an example of the tag-propagation process, consider tHee result was 64,025 triplets in the form user-tag-song,
data in Table I. Assume that the similarities between theWth 732 distinct users, 2,527 tags and 991 songs. Please
items are given in Table 1l (due to symmetry, only the uppé}otlce that altho_ugh in this WOI’.k we .con5|dered a simple
diagonal is given). For the pail/;, T), it follows that$; = and not automatic process for d|scard|qg some tags, a more
{I,} (items tagged by/; with ), whereasS, = {I,, I3, I,} Systematic approach can _pe followed in general, using the
(items not tagged by/; with T1). The computed weights for Process proposed by Geleijnse et al. [5].

the items ofS, are 0.3, 0.6, and 0.2, respectively. Assuming To examine the combination of audio features with tagging
thata = 0.5, then an additional quadruplét/;, Ty, I5,0.6) data, the USPOP'G2song collection is used, which contains

can be inserted in the tensor, i.e., for (&, 71 ) pair, theT; 3 . ) )
. . The name MusicBox stems from the cubic (3-mode) tensor thatans
tag is propagated to iterfy. music audio-similarities.
“ww. apper cept ual . cond mul tislice
2|mplemented in the MA Toolbamwy. of ai . at / ~el i as. panpal k/ ma 5l abr osa. ee. col unbi a. edu/ pr oj ect s/ nusi csi nf uspop2002. ht

. Experimental configuration
(':Ah p g



8,764 tracks from 400 artists. In particular, the crawlifigata 07

from Last.fm was designed to detect songs that belong in t (25 BIVGLS) BB 75) EHOSVD LLSA = |
USPOP’02 collection. Thus, the crawling procedure idesdifi -
the songs that both belong to USPOP’02 and have been tag 05 —
in Last.fm. Audio features have been computed by keeping _odl
sec from the center of each song and extracting 20 MFCC fr¢ g
each frame. Based on the audio features, the G1C algorit

computed the similarity between any two songs. 02
The following evaluation protocol is performed. Originall oal
we consider the input tensor (no propagated tags). For e:

20

useru, one of his triplets in this tensor is randomly selecte(
The set of all selected triplets forms the test data, whereas
the remaining triplets form the training data used to build t Fig. 5. Results on Recall.
models. Notice that for MB, the insertion of the additional
triplets is performed only to the training déta o
The objective of the recommendation task was to predi ' * [ BEwB(25) MWa(5) BIVE(.75) LIHOSVDLLSA
the items in the test data. We used two performance metri
Recall and Reciprocal Rank (RR), which is defined as tt
inverse of the correct answer’s rank. Recall charactetizes
ability of a method to predict relevant items, whereas RR$ak
also into account the position of predicted relevant items
the recommendation list. We report mean values of Recall a
RR (denoted as MRR) for all the test data. Other commc
measures, like precision dr;, are omitted, because for eact
user/tag combination in the test data a constant number
items has to be predicted and only a prespecified numt
(V) of recommendations is taken into account. Therefore, f(lg_r 6 Result Mean Reci | Rank (MRR
this kind of evaluation protocol, it is redundant to evatuat 'g. 6. Results on Mean Reciprocal Rank (MRR).
precision (thusF; too), because it is just the same as recall
uptoa m.uItlpllcatNe constant, . . . . Along the lines of Section V, lower values afcan incur
Regarding parameters_,, HOSVD in MQS'CBOX _malntal_ns Soise and reduce the quality of recommendation of MB.
gular vec_tors by preserving the 60% of mformatlon_(varea)mc Conversely, higher values af do not adequately address
as described in Section V. I_:or LSA, we have tried Severg‘f)arsity (see also Table 1V). Values between the two extseme
values for the percentage of singular vectors preserved/By S like a = 0.5) can address sparsity without being significantly

?ndthke%thf or_l[(; that rzssltelfisf tt?]% best res;ults._ MOIEO ected by noise, and thus compare favorably to HOSVD,
or the Ib aigorithm used by ' parameter (i.e., the o, ce the latter is impacted by sparsity. MB outperforms

numbe_r of nearest neighbor i'Fems) was varied from 10 to 3§ A as well, mainly because it does not suppress the 3-way
by an interval of 10, and we finally kept the value that Ieader lationships between users-items-tags, and also bechese

to the best resultsk(= 30). tag propagation used in MB addresses the sparsity. To furthe
understand the differences between the examined metheds, w
B. Results measured the (Spearman) correlation between the results of
First, we examined the impact afparameter on the perfor-MB (o« = 0.5), HOSDV, and LSA. The correlation between
mance of MB. Table IV reports the percentage of propagatefB and HOSVD is 0.50, between MB and LSA 0.03, and
triplets relative to the original number of triplets (i.@ithout petween HOSVD and LSA -0.14. This shows that MB and

10 .15
num recommended items (N)

MRR

10 .15
num recommended items (N)

propagation) for varying values of. HOSVD have a partial “agreement”, which is expected as MB
extends HOSVD, but both methods have different results than
a 0.25 05 0.75 LSA
perc. propagated triplets 69.17% | 21.47% | 14.3% N . .
Finally, we compared MB and LSA in terms of execution
TABLE IV . .
PERCENTAGE OF PROPAGATED TRIPLETS times (results for HOSVD are omitted because they are compa-

rable to MB). Both algorithms consist of an offline part toldui
the model and an online part to generate the recommendations
Next, we compared all methods in terms of Recall (Figure Spble V presents the execution times of both parts in terms
and MRR (Figure 6) for varying the number of recommendesf the percentage of preserved information (variance)clwhi
items N. For MB we consider 3 different values: 0.25, 0.5, mainly affects the offline times. Because MB builds a more
0.75. MB can be considered as a generalization of HOSVBpmplex model than LSA, its offline times are highétegard-

since by setting: = 1 MB reduces to HOSVD.
"The presented offline times are for building the model in lhaBoth LSA
5The triplets of the test set are excluded from tag propagatio and MB can be fast incrementally updated when new data arrive



ing online times, which affect users’ experience, MB conegar VII. CONCLUSIONS
favorably against LSA, because MB needs just to sort & vectofiye have examined the problem of personalized music

of prgdictions to generate recommendations. vaersiat;gs recommendation based on social tags. To capture the 3-
LSA is based on IB to generate recommendations, during {{gy correlations between users-tags-music items, we raddel
online part it first requires to find items’ neighborhood®rth social tagging data with 3-order tensors. Recommendation
to compute aggregated frequencies from the neighborhoodsperformed based on the discovery of latent structure in
and finally to sort these frequencies. this model using HOSVD, which extends SVD to high di-
mensional matrixes (tensors). Moreover, we further impcov
e s e e el ] ] the aualty of recommendation by addressing the sarsiy
[SA (offine) 166 53 1672 3255 5383 83as | that incurs in soc_|al_tagg|ng data, by exploiting similiast _
MB (onling) | 0.21 07T 07T o o 021 between the music items that are computed based on audio
[SA (online) | 13.39 | 13.63 | 13.63 | 13.71 | 13.71 | 13.69 | features. The performance of the proposed method is exdmine
TABLE V experimentally with real social tagging data from Last.@ur
EXECUTION TIMES (OFFLINE IN SEC AND ONLINE IN MSEQ. experimental results indicate the superiority of the psgub
method in terms of improving the recommendation quality.
As future work, we will extend the proposed method to
C. Discussion the important task of using tags to explain the personalized

. . . recommendations, as described in [7]. Another point ofriitu
To summarize the aforementioned experimental resultg, the ’ [7] P

- : . . Work, as mentioned in Section VI-C, is to investigate the
clearly indicate that by preserving the 3-way relationship . o . .
- S : . . automatic categorization of tags and to use this infornmatio
originally existing in social tagging data, the quality etom-

mendation is improved against methods that suppress th for' filtering the p_ropagatpn of noisy tags and improving
. . ) € recommendation quality. Moreover, such categorinatio
The reason is that due to the consideration of the 3-wa . o
: : . . can provide further insights about the type of tags that help
relationships, the resulting recommendations can betécim

! : . more the recommendation process. Finally, we will examine
the personalized perspectives of each user. This conaolusig, ;... o . : .
ditional audio-similarity measures, which will cope hwit

is supported by the fact that all tensor-based methods ( Ther mid-level audio features, like tonality
and HOSVD) perform favorably against LSA. Moreover, the ' '
proposed tag-propagation method, which exploits audid-sim
larities, is effective in reducing the sparsity that is jmatarly

pronounced in the case of the tensor-based methods. [1] O. Celma. Foafing the music: Bridging the semantic gap isic
= Il th h d hod ; recommendation. IProc. 5th ISWC Conf.pages 927-934, 2006.
or all these reasons, the proposed method outper Orrfé? L. De Lathauwer, B. De Moor, and J. Vandewalle. A mul&ar

all the other examined methods. However, there exist some singular value decompositionSIAM Journal of Matrix Analysis and

issues that require further attention, because they caprisen Applications 21(4):1253-1278, 2000. _
limitati f th d h he fi . hg] D. Eck, P. Lamere, T. Bertin-Mahieux, and S. Green. Auttim
imitations of the proposed approach. The first one is t generation of social tags for music recommendatiorProc. 21st NIPS

computation overhead of the proposed method for the off- Conf, 2007.

line part (model computation). Although the proposed methol4l G- Fumas, S. Deerwester, and S. Dumais. Informatiorieretl using
a singular value decomposition model of latent semantigctire. In

requires small execution times for the online part (that ésm Proc. 11th ACM SIGIR Confpages 465-480, 1988.
important to users), it is also demanding to reduce the requi [5] G. Geleiinse, M. Schedl, and P. Knees. The quest for gicimth in

ments for the off-line part as well. We have to mention that Mmusical artist tagging in the social web era. Rroc. 8th ISMIR Conf.
. L . 2007.
we used a multi-sliced tensor decomposition algorithm (se@] T. Kolda and T. Bader. Tensor decompositions and apiitioa. SIAM

Section VI-A) that reduces memory consumption to permit the Review 51(3), September 2009 (to appear).

use of Iarge tensors, but increases the overall executioa ti [7] P. Lamerg. Social tagging and music information reaiievdournal of
d h . i I sli | f New Music Researct87(2):101-114, 2008.
ue to the separate processing of several slices. In oure UtU{S] M. Levy and M. Sandler. Learning latent semantic models rhusic

work, we plan to examine more efficient implementations from social tagsJournal of New Music ResearcB7(2):137-150, 2008.

of multi-sliced methods, that will present a balance betweel® Q- Li. S. Myaeng, D. Guan, and B. Kim. A probabilistic méder music
recommendation considering audio featuresPiac. AIRS Conf.pages

memory consumption and increased execution time for the 7, g3 500s.
off-line computation. [10] B. Logan. Music recommendation from song setsPhoc. 5th ISMIR

; : ; _ Conf, pages 425-428, 2004.
Another important observation is that the proposed ta 1] B. Sarwar, G. Karypis, J. Konstan, and J. Ried|. Iteradabcollaborative

propagation process cannot be uncontrolled. By allowing €X "~ fitering recommendation algorithms. Froc. 10th WWW Confpages

tensive tag-propagation, the noise that incurs may affeet t  285-295, 2001. _ _

quality of recommendations. In this work, we have proposétf] M: Sordo, C. Laurier, and O. Celma. Annotating musidextions: How
. content-based similarity helps to propagate labelsPioc. 8th ISMIR

a simple method to control the amount of propagated tags conf, 2007.

by using thea parameter. In our future work, we plan to13] P. Symeonidis, M. Ruxanda, A. Nanopoulos, and Y. Mapoidos.

. . L L. . Ternary semantic analysis of social tags for personalizessienrec-
investigate further this issue, by examining the impact of ommendation. IrProc. Sth ISMIR Conf.pages 219-224, 2008,

different tag categories (like those that are related toefimia) K. Yoshii, M. Goto, K. Komatani, T. Ogata, and H. Okunoytttid col-
genre, instrumentation, etc.) and to develop more advanced laborative and content-based music recommendation usotzapilistic

methods for the detection of noisy tags in order to avoidrthei gngoeﬂo‘g"tgég%em user preferences. foc. 7th ISMIR Conf.pages
propagation. '
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