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Abstract— This work contains a short survey of recent results
in the literature with a view to opening up new research direc-
tions for the problem of honoring SLAs on cloud computing
services. This is a new problem that has attracted significant
interest recently, due to the urgent need for providers to provide
reliable, customized and QoS guaranteed computing dynamic
environments for end-users as agreed in contracts on the basis
of certain Service Level Agreements (SLAs). Honoring SLAs is
a multi-faceted problem that may involve optimal use of the
available resources, optimization of the system’s performance
and availability or maximization of the provider’s revenue and
it poses a significant challenge for researchers and system
administrators due to the volatile, huge and unpredictableWeb
environments where these computing systems reside. The use
of algorithms possessing run-time adaptation features, such as
dynamic resource allocation, admission control and optimiza-
tion becomes an absolute must. As a continuation of the recent
successful application of control theory concepts and methods
to the computing systems area, our survey indicates that the
problem of honoring SLAs on cloud computing services is a new
interesting application for control theory and that researchers
can benefit significantly from a number of well-known modern
control methodologies, such as hybrid, supervisory, hierarchical
and model predictive control.

I. I NTRODUCTION

Cloud computing is emerging as a new computing
paradigm and is being driven by many well known IT
providers (Amazon, Google and Yahoo!) and vendors (HP,
IBM, Intel and Microsoft). Although we still lack a widely
accepted definition for cloud computing, it is an Internet-
based (“cloud”) development and use of computer technol-
ogy (“computing”) that promises to offer flexible dynamic
IT infrastructures, QoS guaranteed computing environments
and configurable software services [1].

Cloud computing builds on top of several other technolo-
gies, i.e. distributed computing, grid computing, utilitycom-
puting and autonomic computing, and it can be envisaged
as a natural step forward from the grid-utility model. In the
heart of cloud computing infrastructure we find a group of
reliable services delivered through powerfuldata computing
centersthat are based on modernvirtualization technologies
and related concepts such as component-based system engi-
neering, orchestration of different services throughworkflows
and service-oriented architectures(SOAs) [2]. TheCloud
constitutes a single point of access for all services which are
available anywhere in the world, on the basis of commercial
contracts that guarantee satisfaction of the QoS requirements
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of customers according to specificservice level agreements
(SLAs).

The purpose of using SLAs is to define a formal basis
for performance and availability the provider guarantees to
deliver. SLA contracts record the level of service, specified
by several attributes such as availability, serviceability, per-
formance, operation, billing or even penalties in the case of
violation of the SLA. Also, a number ofperformance-related
metrics are frequently used by Internet Service Providers
(ISPs), such as service response time, data transfer rate,
round-trip time, packet loss ratio and delay variance.

Often, providers and customers negotiateutility-based
SLAs that determine the cost and penalties based on the
achieved performance level. A resource allocation manage-
ment scheme is usually employed with a view to maximizing
overall profit (utility) which includes the revenues and penal-
ties incurred when QoS guarantees are satisfied or violated,
respectively. Usually, step-wise utility functions are used
where the revenue depends on the QoS levels in a discrete
fashion, as shown in Figure 1. Finally, a concept central to
the development of cloud computing which constitutes an
integrated view of service-based activities is provided bythe
idea of aworkflow, which represents a series of structured
activities and computations that arise in IT services, and has
been often represented by a directed graph connecting both
loosely and tightly coupled processing components.

The contributions of this work are summarized as follows:
(i) it introduces a representative problem in accordance with
the modern commercial cloud computing paradigm; (ii) it
contains a short review of relevant works in the literature,
with a special attention to techniques based on control the-
ory; (iii) it investigates the possibility of designing efficient
control systems based on advanced control methodologies
for solving the problem in question.

The remainder of this article is structured as follows.
Section II describes the main problem formally. The pre-
sentation of a number of control theory-based approaches in
the literature that are related to our problem takes place in
Section III, whereas in Section IV some promising advanced
control methodologies are proposed. Section V concludes the
article.

II. PROBLEM DESCRIPTION

In this section we begin with the formulation of a repre-
sentative problem on cloud computing as the reference point
for our discussion.



Problem 1 Let us assume that a service owner provides
(1) a cluster ofM machines and (2) a set of services,
which can be combined together to form a workflow. Each
service has multiple instantiations, each with different QoS
characteristics. Multiple users share this infrastructure, and
they can submit workloads consisting of multiple workflow
requests under the condition that the owner has accepted the
SLA agreement that the users have proposed. The SLAs are
in the form of Figure 1. The work focuses on two aspects:

• performing admission control, i.e., decide which SLAs
should be accepted;

• maximizing the owner’s profit. Profits are generated
when SLA agreements are honored, i.e., when workload
execution completes on time; otherwise, penalties are
incurred.

Fig. 1. Example SLA referring to a workflow request that can be
implemented in two ways, each having a different level of QoSand yielding
different profits if completed on time.

To achieve the latter, (1) the number of machines allocated
to each workload and (2) the implementation of each service
are continuously adapted at runtime.

Further assumptions are as follows:
• at least one machine is allocated to each workload

whose SLA has been accepted;
• the execution time of each service implementation fol-

lows a known distribution;
• the workload arrival rate follows a known distribution;
• service execution is non- pre-emptive; however work-

load execution is pre-emptive (i.e, the number of ma-
chines allocated to a single workload can vary at
runtime).

Note that there are many ways by which this formulation
may be modified or extended, e.g. to the case ofvirtualized
resources ormulti-tier architectures, or when different SLA
criteria and/or tuning parameters apply.

There are many papers in the literature where constrained
optimization problems are solved with a view to maximizing
the revenue of the host provider using a network flow model,
based upon queueing theory formulas, e.g. [3], [4], [5],
[6]. These works do not utilize any control theory concepts
and provide techniques for the solution of similar but less
complicated problems compared to Problem 1. Research

efforts to find a solution to Problem 1 could use similar
models, assumptions and ideas as a starting point. In the next
section we focus on control theoretical techniques proposed
in the literature that are related to Problem 1.

III. A PPROACHES EMPLOYING CONTROL THEORETICAL

SOLUTIONS

A. Introduction

There are many different types of control solutions in the
literature for related problems that could be useful in our
context. The distinct characteristics of each one of them
could be attributed to a couple of issues, stated below.

1) Control objectives: The control objectivemay be a)
regulationof QoS metrics of interest – e.g. response time (de-
lay) or CPU utilization– to desired known reference values
predefined by the user or the administrator, b)optimization
of QoS metrics to unknown optimal or sub-optimal values or
c) disturbance rejectiondue to the presence of unpredictable
workload changes, which is the case in any computing
system. Of course, in many cases a combination of the
previous objectives may be needed, and in fact we believe
that a well-founded solution to a computing problem that is
also optimal, reliable and of practical merit has to incorporate
all three objectives, as well as deal with the presence of
hard constraints such as physical resources bounds orsoft
constraints such as response time deadlines, specified e.g.in
SLAs.

2) Metrics and Adaptation mechanisms: There are
several output metrics employed in QoS control design for
a variety of computer systems and software. These include
system-levelmetrics, such as CPU and memory utilization,
cache hit ratio, server queue length etc.,application-level
metrics such as response time and throughput, orbusiness-
level metrics such as profits in SLAs.

However, in a general setting, enforcing SLAs may be
equivalent to minimizing a certain objective function, which
may involve several different QoS metrics, such as response
time, utilization, maintenance cost, revenue etc. or a user-
defined weighted sum of some of them, which corresponds
to a trade-off among conflicting goals. There are three
main adaptation mechanisms: a) admission control, i.e. to
reject some customer requests in order to avoid overload or
recover from overload conditions that seriously affect the
performance of customers already connected, b)resource
reallocations, i.e. a mechanism for dynamic resource allo-
cations reflecting the dynamic conditions experienced in the
presence of time-varying and unpredictable workloads, and
c) real-time schedulingof tasks.

We could also consider additionallyload balancingand
content adaptation. It is obvious that there may be frame-
works that could include combinations of some or all of these
mechanisms, and an important issue then is how these strate-
gies can be synchronized and work in a coordinated manner
without conflicts between them. In other cases some of the
mechanisms –e.g. load balancing or real-time scheduling–
may already exist in a certain implementation (and even
cause time-varying traffic) and the goal may be to design



another controller on top of them to optimize the overall
performance.

B. Main research directions

On the basis of the previously mentioned issues, we
continue with a more detailed presentation of the relevant
works in the literature, and comment on how these ideas
could be useful ingredients in relation to our problem.

1) Hill climbing heuristic optimization: In [7], profit-
oriented feedback control solutions are proposed in e-
commerce services specified by SLAs. A controller is em-
ployed, that automates the admission control decisions in a
way that balances the loss of revenue due to rejected work
against the penalties incurred if admitted work has excessive
response times.

Fuzzy controllers implement a hill climbing logic to max-
imize the total profit, which under certain assumptions can
be shown to be a concave backward function of the tuning
admission control parameter. Fuzzy control has been shown
to be robust to changes in workloads and values of SLA
parameters and can handle the stochastics reasonably well.
Other similar hill climbing techniques (extremum control)
with different characteristics have been also employed in [8],
[9].

2) Feedback control real-time scheduling:There is a
number of techniques proposed for feedback control schedul-
ing for distributed real-time systems. These include central-
ized or decentralized schemes that focus on a)utilization
control [10],[11], [12], [13], [14], [15], [16] for enforcing
desired utilizations of multiple processors in a distributed
system, by adapting the rates of end-to-end tasks. Several
different control solutions are proposed, ranging from simple
localized or distributed regulation controllers, to hybrid,
supervisory, hierarchical and optimal controllers, for both
continuous and discrete configurations. b)dynamic resource
(task) reallocation[17] via a combination of local QoS level
adaptation (performing admission control and service level
ratio adjustments) to achieve deadline miss ratio guarantees.

3) Adaptive control for utility computing:There are many
control theoretical frameworks proposed in the literature
where feedback controllers are employed to meet QoS goals
in utility computing environments.

In such applications, a static resource management policy
based on heuristics can lead to several undesirable situations
which result in degraded performance and failure to meet
QoS goals, specified e.g. by SLA agreements, or to unnec-
essarily high maintenance and operation cost and correspond-
ing loss of revenue. Such situations includeunder-utilization
of the available resources due to over-provisioning, while
at the same timeoverload of some of the resources due
to sudden workload peaks could also occur. These suggest
the need to design an adaptive resource management control
system that dynamically adjusts the resource shares in order
to meet QoS goals while achieving high resource utilization.

A common solution is the use of autilization controlleras
a dynamic resource allocator designed to adaptively adjust
to varying workloads so that high resource utilization and

high-application-level QoS can be achieved. However, under
overload conditions, performance starts degrading due to
resource contention and SLA or QoS goals violations may
occur, thus additional controllers are required to employ
adaptation mechanisms such asservice quality adjustment
(content adaptation), service differentiation(based on prior-
ities or service ratios) among applications, or evenadmission
control that rejects some requests. These controllers can be
combined together in hierarchy levels and may employ con-
tinuous as well as discrete decision configurations giving rise
to nonlinear, switching, hybrid, hierarchical and cascaded
schemes, see e.g. [18], [19], [20], [21], [22], [23], [24].
Apparently, the whole architecture could be formulated as
an optimization problem expressing trade-offs between the
aforementioned conflicting goals, specified by SLAs, such
as [25], [26], [27], [28], [29].

C. Key research works

In this section we continue with a more detailed presen-
tation of the most important works.

For the problem of QoS management of a single Web
server, the authors in [18] propose a webcontent adaptation
scheme based on a server utilization controller that allows
content to be adapted under overload conditions, so that both
serverunderutilizationand seriousresource contentiondue
to overload can be dealt with. In addition to overload and
underutilization protection, the QoS management problem
can have extra facets, such as a)performance isolation and
QoS guarantees, i.e. a maximum delivered bandwidth for a
maximum request rate is guaranteed independently for each
site, when multiple independent sites are co-hosted on the
same machine. This can be done by using virtual servers, b)
service differentiation, i.e. to support request prioritization,
where lower priority customers are degraded first, and c)
excess capacity sharing, where non-allocated resources on
a virtual server are made available to other virtual servers
which are overloaded. All these features can be supported
by extending the previous architecture.

In [19] the authors propose feedback controllers for the
adjustment of entitlement values for a resource container on
a server shared by multiple applications. The key question
is “what is the minimum amount of system resource an
application needs in order to meet its performance objec-
tive?”. This problem is solved using a feedback entitlement
control, which adjusts entitlement values on the basis of
performance measurements. Two controllers are proposed,
a fixed PI controller and an adaptive controller. Dynamic
models inferred from experimental data using system iden-
tification techniques are employed.

The same ideas are continued in [21] where extra experi-
ments reveal that the system’s input-output relation changes
with various operating conditions and exhibits a nonlinear
bimodal behavior when moving from underload to overload
conditions.

The authors extend their previous work in [23] to deal with
an enhanced dynamic resource allocation problem using a
new nestedcontrol design. They propose a feedback control



system consisting of two nested integral control loops for
managing QoS metrics along with the utilization of the
allocated CPU resource. This is an attempt to integrate
single loops controlling response time or utilization alone,
which were found to be sensitive to the bimodal behavior
of the system. Another new ingredient of this work is the
consideration (maximization) of the overall utility of the
service, which represents a trade-off between better QoS and
lower cost of resources.

Previous work is suitable for applications hosted inside
a single virtual machine. For multi-tier applications with
individual components distributed in different virtual ma-
chines, the same authors propose an adaptivetwo-layered
controller in [20]. It employs autilization controller that
controls the resource allocation for a single allocation tier and
an arbiter controller that controls the resource allocations
across multiple application tiers.

There are also further proposals that go beyond simple
control techniques used in the previously mentioned works.
More complex techniques are introduced, such as MIMO
control, model predictive control with constraints, distributed
model predictive control, hybrid supervisory control and
hierarchical control. We next highlight those works which
are of particular interest in our problem.

In [11] the end-to-end utilization control (EUCON) al-
gorithm is presented where a MIMO model and a Model
Predictive Control (MPC) approach are adopted. In [12] they
extend the EUCON centralized algorithm to a decentralized
(DEUCON) control structure based on recent advances in
distributed model predictivecontrol theory. This controller
can effectively distribute the computation and communica-
tion cost to different processors and tolerate considerable
communication delay between local controllers. Hence, it
provides a scalable and robust utilization control for large-
scale distributed real-time systems executing in unpredictable
environments.

The previous works propose controllers that rely on the ex-
istence of continuous control variables in real-time systems.
However, there exist real-time systems that support only a
finite set of discrete configurations that limit the adaptation
mechanisms. The feedback control real-time scheduling al-
gorithms discussed cannot handle effectively discrete control
variables, especially when the number of possible values
is small. Hybrid (continuous/discrete) control algorithms
must be used. Such hybrid control approaches have been
developed in [30], [31], [25], [26]. The problem with these
works is that they employ exhaustive search algorithms to
evaluate a performance measure for all possible operating
states during a prediction horizon in order to select the best
control input. The exhaustive search introduces significant
overhead and is not suitable for real-time systems.

In [15] the authors propose a different approach, the
Hybrid Supervisory Utilization Control (HySUCON) algo-
rithm for enforcing utilization bounds in real-time systems
by adaptively selecting the task rates from a finite discrete
set. In a more recent work [14], the potential drawbacks of
the previous strategy for discrete rate adaptation are relaxed

by adopting aMultiparametric Rate Adaptation (MPRA)
algorithm. The key novelty and advantage of MPRA is that it
can efficiently produce optimal solutions while reducing the
online computation complexity to polynomial time. This is
made possible due to offline preprocessing where an NP-hard
utility optimization problem (such problems with discrete
options can be shown to be NP-hard) is transformed to
the evaluation of a piecewise linear function of the CPU
utilization. At runtime, MPRA produces optimal solutions by
evaluating this function based on the current CPU utilization.
This work overcomes the limitations of existing approaches,
such as optimal solutions which are computationally ex-
pensive and efficient heuristics which are only suboptimal.
The MPRA algorithm is based onmultiparametric mixed-
integer linear programming (mp-MILP)which is a general
framework for solving mathematical programming problems
with constraints that depend on varying parameters.

IV. D ISCUSSION

In our context, we have a dynamic resource allocation
problem where the goal is to optimize system performance
and revenue of the service owner. We assume there is a
pool of machines, and there are two control inputs, i.e. we
continuously decide on the number of machines allocated
to each workload and the implementation (quality) level
of each service contained in the workload. On the other
hand, for building efficient feedback loops we need to
have frequent measurements of important performance (QoS)
metrics. These include of course the requestresponse times
(for which critical deadlines are specified in the SLAs) but
are not limited to them. Knowledge of theutilization of
several resources of interest (CPU, memory, disk or I/O)
–especially those that may become bottleneck resources–
is also important, since a normally functioning system has
to avoid both resourceunderutilization–which in our case
may result in reduction of the number of customers that
are allowed to connect– andoverload–which is dangerous
and usually results in significant performance degradation–.
Underutilization can be avoided by dynamically assigning to
each workload or service only the amount of resources which
are necessary for its current implementation. In the presence
of request bursts, the system may be overloaded, and then
our control system has to be able to detect such a situation
and respond promptly, by switching to a different mode and
using a possibly different urgent adaptation mechanism, such
as admission control, i.e. begin rejecting requests.

It is also important to note that our decision variables
are basically discrete in nature, i.e. there is a finite set of
machines and service implementations. Although this can
be relaxed by using continuous variables and employing
some kind of mapping technique from continuous values to
the discrete set, it is well known that such approximations
may be adequate for systems with e.g. a large number of
machines, but they can surely become inadequate for systems
with a small number of e.g. service levels. Moreover, adap-
tation mechanisms such as admission control are discrete
in nature and SLA specifications are also usually expressed



using piecewise linear step functions. All these suggest
that our problem is clearly hybrid (continuous/discrete) in
nature, contains several different modes of operation and
any optimization solution should carefully take into account
transitions and switchings between operating modes, i.e.
different models may be used and possibly also different
objectives set.

As outlined above, there are several methodologies that
can be useful in our context, and can address all the afore-
mentioned issues. We briefly outline the most promising ones
in two broad categories.

1) The indirect approach: Several regulation and/or op-
timization techniques can be heuristically combined to form
a complete control solution to the problem.

The first isSLA-based heuristic optimizationusing a hill-
climbing technique, such asfuzzycontrol orextremumcon-
trol. Such optimization could be used when e.g. determining
the optimum number of machines allocated to a workload.
However, such a controller could be useful only as alocal
controller, i.e. part of a more generalized hierarchical control
system.

The second is designingregulation controllers for dy-
namic resource allocation. This is almost always performed
by utilization controllers. These controllers help avoiding
both underutilization and overload. The simplest approach
is to employ a simple non-model based (or coarse-model
based using a simple linear relation between request rates,
throughput and utilization) utilization PI controller forour
control inputs and a mapping technique from continuous
values to a discrete set of quality levels. Of course, adap-
tive controllers (with online parameter update) or mixed
feedforward-feedback controllers (using queuing models for
better prediction) can provide better performance. Again,
such controllers cannot solve our problem by themselves,
they need coordination (e.g. receive time-varying setpoint
commands) from other higher-level controllers etc.

One complete solution is the use of asupervisory-
hierarchical- cascadedcontrol structure, which may consist
of multiple cascaded loops, where the inner ones receive
setpoint commands from the outer ones, which at higher
levels may also perform logic decision such as mode switch-
ing with different objectives and/or adaptation mechanisms.
Such approaches have appeared in the literature in several
publications, as outlined above.Hybrid control ideas can be
also quite useful in that respect.

2) Thedirect approach: A more elegant and direct ap-
proach is to formulate the problem as a constrained optimiza-
tion problem subject to several constraints and try to solveit
using an appropriate algorithm offering a computationally
tractable solution for online implementation. For similar
problems in the literature, several algorithms have been
proposed such as integer programming, dynamic program-
ming, mixed integer-linear programming and multiparametric
mixed-integer linear programming (mp-MILP). While all the
rest run in exponential time –only sub-optimal approximate
solutions run in polynomial time– , we have seen that
mp-MILP is the only algorithm that can provide optimal

solutions in polynomial time, due to splitting the problem in
an off-line component with high complexity and an online
with tractable complexity. Hence the use of mp-MILP solvers
seems a very good solution for our problem.

Furthermore, another interesting perspective is to formu-
late the problem as anoptimal control problem and use
modern design methodologies and numerical tools for its
complete solution. In this respect, a very promising path isto
formulate our problem in amodel predictive control(MPC)
context and theMixed Logical Dynamical(MLD) paradigm
[32], [33] and solve it using powerful multi-parametric
solvers which are widely available (e.g. the multi-parametric
toolbox for MATLAB [34]). This more general setting can
be based on both linear and quadratic performance criteria,
include state-space system models to capture dynamics and
predict transient behavior, include logical variables that rep-
resent different modes of operation and also exploit several
advantages of MPC as a control algorithm for constrained
control of hybrid systems.

Finally, recent research efforts suggesting co-design of the
control with optimal real-time scheduling [35] have shown
that better control performance can be obtained which allows
more space for the implementation of control algorithms with
higher computational complexity.

V. CONCLUSIONS

Application of control theory concepts and algorithms to
computing systems is not new. The autonomic computing
vision has benefitted from the use of feedback control theory
as evidenced by the large number of relevant publications,
both for small scale centralized systems (see e.g. [36],
[37] and references therein), and for large scale distributed
extensions [38].

Motivated by the recent booming in the newly-founded
area of cloud computing, in this paper we review the most
influential research efforts in the literature, where control
theory has been employed for solving related problems of
QoS guarantees and utility computing. Our survey suggests
that cloud computing and the associated large scale resource
management and performance/revenue maximization prob-
lems could be effectively tackled by turning to advanced
control methodologies such as supervisory, cascaded, hybrid
and optimal control. We believe that sophisticated control
theoretical solutions, characterized by a solid theoretical
foundation and performance guarantees, and also accompa-
nied by reliable algorithms and well-tested numerical tools,
have strong potential to overcome heuristics in performance.
Future work will proceed with a thorough investigation of
these suggestions in simulation studies and real empirical
evaluation experiments.

In this work, our focus has been on the resource allocation
problem exclusively. However, if the cloud resources are
interconnected by a slow and unreliable network, then any
solution should address a number of additional issues, includ-
ing the problems of network instrumentation and security.
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