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Abstract— This work contains a short survey of recent results  of customers according to specifiervice level agreements
in the literature with a view to opening up new research diree  (SLASs)
tions for the problem of honoring SLAs on cloud computing The purpose of using SLAs is to define a formal basis
services. This is a new problem that has attracted significan - .
interest recently, due to the urgent need for providers to povide for.performance and availability the provider Quafa”t@_s_ t
reliable, customized and QoS guaranteed Computing dynamic deliver. SLA contracts record the level of service, Spedlfle
environments for end-users as agreed in contracts on the bias by several attributes such as availability, serviceapifier-
of certain Service Level Agreements (SLAs). Honoring SLAss  formance, operation, billing or even penalties in the cédse o
a multi-faceted problem that may involve optimal use of the i |ation of the SLA. Also, a number gferformance-related
available resources, optimization of the system’s performnce . . .
and availability or maximization of the provider's revenue and metrics are frequently_ used by Inter_net Service Providers
it poses a significant challenge for researchers and system (ISPS), such as service response time, data transfer rate,
administrators due to the volatile, huge and unpredictableveb  round-trip time, packet loss ratio and delay variance.
environments where these computing systems reside. The use Qften, providers and customers negotiatlity-based
of algorithms possessing run-time adaptation features, sl as SLAs that determine the cost and penalties based on the

dynamic resource allocation, admission control and optinda- hieved f | LA I fi
tion becomes an absolute must. As a continuation of the recen 2CNIEVEC periormance level. A resource aflocation manage-

successful application of control theory concepts and metids ~Ment scheme is usually employed with a view to maximizing
to the computing systems area, our survey indicates that the overall profit (utility) which includes the revenues and aken
problem of honoring SLAs on cloud computing services is anew ties incurred when QoS guarantees are satisfied or violated,
interesting application for control theory and that researchers respectively. Usually, step-wise utility functions areeds

can benefit significantly from a number of well-known modern h th d d th S| Is i di t
control methodologies, such as hybrid, supervisory, hienghical ~ Where the revenue depends on the QoS levels in a discrete

and model predictive control. fashion, as shown in Figure 1. Finally, a concept central to
the development of cloud computing which constitutes an
[. INTRODUCTION integrated view of service-based activities is providedhsy

Cloud computingis emerging as a new computingidea of aworkflow which represents a series of structured
paradigm and is being driven by many well known |Tactivities and computations that arise in IT services, aawl h

providers (Amazon, Google and Yahoo!) and vendors (Hﬁeen often rgpresented by a direct(_ad graph connecting both
IBM, Intel and Microsoft). Although we still lack a widely !00sely and tightly coupled processing components.
accepted definition for cloud computing, it is an Internet- The contributions of this work are summarized as follows:
based (“cloud”) development and use of computer technofl) it introduces a representative problem in accordandt wi
ogy (“computing”) that promises to offer flexible dynamicthe modem commercial cloud computing paradigm; (ii) it
IT infrastructures, QoS guaranteed computing environmengoNtains a _short review of relev_ant works in the literature,
and configurable software services [1]. with a special attention to techniques based on control the-

Cloud computing builds on top of several other technolo@"Y; (iii) it investigates the possibility of designing eient
gies, i.e. distributed computing, grid computing, utilitgm- control systems based on advanced control methodologies

puting and autonomic computing, and it can be envisagd@r Solving the problem in question.

as a natural step forward from the grid-utility model. In the The remainder of this article is structured as follows.
heart of cloud computing infrastructure we find a group opection Il describes the main problem formally. The pre-
reliable services delivered through powerdiaita computing sentation of a number of control theory-based approaches in
centersthat are based on modevittualizationtechnologies the literature that are related to our problem takes place in
and related concepts such as component-based system er§iction Ill, whereas in Section IV some promising advanced
neering, orchestration of different services throughkflows ~Control methodologies are proposed. Section V concludes th
and service-oriented architecture€SOAs) [2]. TheCloud ~article.

constitutes a single point of access for all services whieh a Il. PROBLEM DESCRIPTION

available anywhere in the world, on the basis of commercial

contracts that guarantee satisfaction of the QoS requirtesme In this section we begin with the formulation of a repre-

sentative problem on cloud computing as the reference point
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Problem 1 Let us assume that a service owner providegfforts to find a solution to Problem 1 could use similar
(1) a cluster of M machines and (2) a set of servicesmodels, assumptions and ideas as a starting point. In thte nex
which can be combined together to form a workflow. Eackection we focus on control theoretical techniques proghose
service has multiple instantiations, each with differetSQ in the literature that are related to Problem 1.
characteristics. Multiple users share this infrastrueuand
they can submit workloads consisting of multiple workflow
requests under the condition that the owner has accepted the
SLA agreement that the users have proposed. The SLAs AreIntroduction
in the form of Figure 1. The work focuses on two aspects: There are many different types of control solutions in the
« performing admission control, i.e., decide which SLA#terature for related problems that could be useful in our
should be accepted; context. The distinct characteristics of each one of them
« maximizing the owner’s profit. Profits are generatedcould be attributed to a couple of issues, stated below.
when SLA agreements are honored, i.e., when workload 1) Control objectives. The control objectivemay be a)
execution completes on time; otherwise, penalties af€gulationof QoS metrics of interest — e.g. response time (de-
incurred. lay) or CPU utilization— to desired known reference values
predefined by the user or the administratoropjimization
_____ . == Inplementationl 1 of QoS metrics to unknown optimal or sub-optimal values or
Lo , c) disturbance rejectiomlue to the presence of unpredictable
workload changes, which is the case in any computing
system. Of course, in many cases a combination of the
previous objectives may be needed, and in fact we believe
deadiine that a well-founded solution to a computing problem that is
also optimal, reliable and of practical merit has to incogte
all three objectives, as well as deal with the presence of
S hard constraints such as physical resources boundsofir
constraints such as response time deadlines, specifiethe.g.
SLAs.
Fig. 1. Example SLA referring to a workflow request that can be 2) Metrics and Adaptation mechanisms There are
implemented in two ways, each having a different level of @o8 yielding  geveral output metrics employed in QoS control design for
different profits if completed on time. a variety of computer systems and software. These include

hi he | h ¢ hi I ngtem—levemetrics, such as CPU and memory utilization,
To achieve the latter, (1) the number of machines allocated, e hit ratio, server queue length empplication-level

to each \_Norkload and (2) the imp_Iementation of each SerViq’ﬁetrics such as response time and throughpubusiness-
are continuously adapted at runtime. level metrics such as profits in SLAs.

Further assumptions are as follows: However, in a general setting, enforcing SLAs may be
- at least one machine is allocated to each workloagquivalent to minimizing a certain objective function, wini

IIl. APPROACHES EMPLOYING CONTROL THEORETICAL
SOLUTIONS

profit

whose SLA has been accepted; ~may involve several different QoS metrics, such as response
« the execution time of each service implementation folime, utilization, maintenance cost, revenue etc. or a-user
lows a known distribution; defined weighted sum of some of them, which corresponds

« the workload arrival rate follows a known distribution; 1g 3 trade-off among conflicting goals. There are three
« service execution is non- pre-emptive; however worknain adaptation mechanismsa) admission contrgli.e. to
load execution is pre-emptive (i.e, the number of Magject some customer requests in order to avoid overload or
chines allocated to a single workload can vary atecover from overload conditions that seriously affect the
runtime). performance of customers already connectedydspurce
] reallocations i.e. a mechanism for dynamic resource allo-
cations reflecting the dynamic conditions experienced é th
Note that there are many ways by which this formulatiopresence of time-varying and unpredictable workloads, and
may be modified or extended, e.g. to the caseidfialized c) real-time schedulingf tasks.
resources omulti-tier architectures, or when different SLA  We could also consider additionallpad balancingand
criteria and/or tuning parameters apply. content adaptationlt is obvious that there may be frame-
There are many papers in the literature where constrainegrks that could include combinations of some or all of these
optimization problems are solved with a view to maximizingmechanisms, and an important issue then is how these strate-
the revenue of the host provider using a network flow modegjies can be synchronized and work in a coordinated manner
based upon queueing theory formulas, e.g. [3], [4], [Gwithout conflicts between them. In other cases some of the
[6]. These works do not utilize any control theory conceptsmechanisms —e.g. load balancing or real-time scheduling—
and provide techniques for the solution of similar but lessay already exist in a certain implementation (and even
complicated problems compared to Problem 1. Researchuse time-varying traffic) and the goal may be to design



another controller on top of them to optimize the overalhigh-application-level QoS can be achieved. However, unde
performance. overload conditions, performance starts degrading due to
resource contention and SLA or QoS goals violations may
occur, thus additional controllers are required to employ

On the basis of the previously mentioned issues, wedaptation mechanisms such ssrvice quality adjustment
continue with a more detailed presentation of the relevaritontent adaptation)service differentiatior{based on prior-
works in the literature, and comment on how these ideasies or service ratios) among applications, or emedmission
could be useful ingredients in relation to our problem. control that rejects some requests. These controllers can be

1) Hill climbing heuristic optimization:In [7], profit- combined together in hierarchy levels and may employ con-
oriented feedback control solutions are proposed in einuous as well as discrete decision configurations givisg r
commerce services specified by SLAs. A controller is emto nonlinear, switching, hybrid, hierarchical and caschde
ployed, that automates the admission control decisions insgshemes, see e.g. [18], [19], [20], [21], [22], [23], [24].
way that balances the loss of revenue due to rejected woflpparently, the whole architecture could be formulated as
against the penalties incurred if admitted work has exeessian optimization problem expressing trade-offs between the
response times. aforementioned conflicting goals, specified by SLAs, such

Fuzzy controllers implement a hill climbing logic to max-as [25], [26], [27], [28], [29].
imize the total profit, which under certain assumptions can
be shown to be a concave backward function of the tunirg: Key research works
admission control parameter. Fuzzy control has been shownln this section we continue with a more detailed presen-
to be robust to changes in workloads and values of SL#ation of the most important works.
parameters and can handle the stochastics reasonably wellFor the problem of QoS management of a single Web
Other similar hill climbing techniquesektremum contrdl server, the authors in [18] propose a waintent adaptation
with different characteristics have been also employe@jn [ scheme based on a server utilization controller that allows
[9]. content to be adapted under overload conditions, so thht bot

2) Feedback control real-time schedulingthere is a serverunderutilizationand seriougesource contentionlue
number of techniques proposed for feedback control schedwb overload can be dealt with. In addition to overload and
ing for distributed real-time systems. These include @ntr underutilization protection, the QoS management problem
ized or decentralized schemes that focus orut)zation can have extra facets, such aspayformance isolation and
control [10],[11], [12], [13], [14], [15], [16] for enforcing QoS guarantegs.e. a maximum delivered bandwidth for a
desired utilizations of multiple processors in a distrdait maximum request rate is guaranteed independently for each
system, by adapting the rates of end-to-end tasks. Sevesite, when multiple independent sites are co-hosted on the
different control solutions are proposed, ranging from@en same machine. This can be done by using virtual servers, b)
localized or distributed regulation controllers, to hyhri service differentiationi.e. to support request prioritization,
supervisory, hierarchical and optimal controllers, forttho where lower priority customers are degraded first, and c)
continuous and discrete configurations.dynamic resource excess capacity sharingvhere non-allocated resources on
(task) reallocatior[17] via a combination of local QoS level a virtual server are made available to other virtual servers
adaptation (performing admission control and servicellevevhich are overloaded. All these features can be supported
ratio adjustments) to achieve deadline miss ratio guaganteby extending the previous architecture.

3) Adaptive control for utility computingThere are many  In [19] the authors propose feedback controllers for the
control theoretical frameworks proposed in the literaturadjustment of entitlement values for a resource container o
where feedback controllers are employed to meet QoS goasserver shared by multiple applications. The key question
in utility computing environments. is “what is the minimum amount of system resource an

In such applications, a static resource management polieypplication needs in order to meet its performance objec-
based on heuristics can lead to several undesirable sitigati tive?”. This problem is solved using a feedback entitlement
which result in degraded performance and failure to meebntrol, which adjusts entitlement values on the basis of
QoS goals, specified e.g. by SLA agreements, or to unnegerformance measurements. Two controllers are proposed,
essarily high maintenance and operation cost and corrdspom fixed PI controller and an adaptive controller. Dynamic
ing loss of revenue. Such situations includeler-utilization models inferred from experimental data using system iden-
of the available resources due to over-provisioning, whiléfication techniques are employed.
at the same timeoverload of some of the resources due The same ideas are continued in [21] where extra experi-
to sudden workload peaks could also occur. These suggesénts reveal that the system’s input-output relation chang
the need to design an adaptive resource management conwigh various operating conditions and exhibits a nonlinear
system that dynamically adjusts the resource shares i ordeémodal behavior when moving from underload to overload
to meet QoS goals while achieving high resource utilizatiorconditions.

A common solution is the use ofudilization controlleras The authors extend their previous work in [23] to deal with
a dynamic resource allocator designed to adaptively adjush enhanced dynamic resource allocation problem using a
to varying workloads so that high resource utilization andew nestedcontrol design. They propose a feedback control

B. Main research directions



system consisting of two nested integral control loops foby adopting aMultiparametric Rate Adaptation (MPRA)
managing QoS metrics along with the utilization of thealgorithm. The key novelty and advantage of MPRA is that it
allocated CPU resource. This is an attempt to integraten efficiently produce optimal solutions while reducing th
single loops controlling response time or utilization apn online computation complexity to polynomial time. This is
which were found to be sensitive to the bimodal behaviomade possible due to offline preprocessing where an NP-hard
of the system. Another new ingredient of this work is theutility optimization problem (such problems with discrete
consideration (maximization) of the overall utility of theoptions can be shown to be NP-hard) is transformed to
service, which represents a trade-off between better QdS ate evaluation of a piecewise linear function of the CPU
lower cost of resources. utilization. At runtime, MPRA produces optimal solutiong b

Previous work is suitable for applications hosted insidevaluating this function based on the current CPU utilorati
a single virtual machine. For multi-tier applications withThis work overcomes the limitations of existing approaches
individual components distributed in different virtual ma such as optimal solutions which are computationally ex-
chines, the same authors propose an adaptivelayered pensive and efficient heuristics which are only suboptimal.
controller in [20]. It employs autilization controller that The MPRA algorithm is based omultiparametric mixed-
controls the resource allocation for a single allocatiengind integer linear programming (mp-MILPyhich is a general
an arbiter controller that controls the resource allocationgramework for solving mathematical programming problems
across multiple application tiers. with constraints that depend on varying parameters.

There are also further proposals that go beyond simple
control techniques used in the previously mentioned works.
More complex techniques are introduced, such as MIMO In our context, we have a dynamic resource allocation
control, model predictive control with constraints, distited problem where the goal is to optimize system performance
model predictive control, hybrid supervisory control andcand revenue of the service owner. We assume there is a
hierarchical control. We next highlight those works whichpool of machines, and there are two control inputs, i.e. we
are of particular interest in our problem. continuously decide on the number of machines allocated

In [11] the end-to-end utilization control (EUCON) al-to each workload and the implementation (quality) level
gorithm is presented where a MIMO model and a Modebf each service contained in the workload. On the other
Predictive Control (MPC) approach are adopted. In [12] theljand, for building efficient feedback loops we need to
extend the EUCON centralized algorithm to a decentralizeltlave frequent measurements of important performance (QoS)
(DEUCON) control structure based on recent advances metrics. These include of course the requesponse times
distributed model predictiveontrol theory. This controller (for which critical deadlines are specified in the SLAS) but
can effectively distribute the computation and communicaare not limited to them. Knowledge of thetilization of
tion cost to different processors and tolerate consideralbdeveral resources of interest (CPU, memory, disk or 1/O)
communication delay between local controllers. Hence, #especially those that may become bottleneck resources—
provides a scalable and robust utilization control for ¢éarg is also important, since a normally functioning system has
scale distributed real-time systems executing in unptedie to avoid both resourcenderutilization—which in our case
environments. may result in reduction of the number of customers that

The previous works propose controllers that rely on the exare allowed to connect— armalerload—which is dangerous
istence of continuous control variables in real-time gyste and usually results in significant performance degradation
However, there exist real-time systems that support only l@nderutilization can be avoided by dynamically assignimg t
finite set of discrete configurations that limit the adaptatiomach workload or service only the amount of resources which
mechanisms. The feedback control real-time scheduling afe necessary for its current implementation. In the pi@sen
gorithms discussed cannot handle effectively discretérobn of request bursts, the system may be overloaded, and then
variables, especially when the number of possible valuesir control system has to be able to detect such a situation
is small. Hybrid (continuous/discrete) control algorithm and respond promptly, by switching to a different mode and
must be used. Such hybrid control approaches have beesing a possibly different urgent adaptation mechanisieh su
developed in [30], [31], [25], [26]. The problem with theseas admission control, i.e. begin rejecting requests.
works is that they employ exhaustive search algorithms to It is also important to note that our decision variables
evaluate a performance measure for all possible operatiage basically discrete in nature, i.e. there is a finite set of
states during a prediction horizon in order to select the besachines and service implementations. Although this can
control input. The exhaustive search introduces significabe relaxed by using continuous variables and employing
overhead and is not suitable for real-time systems. some kind of mapping technique from continuous values to

In [15] the authors propose a different approach, ththe discrete set, it is well known that such approximations
Hybrid Supervisory Utilization Control (HySUCON) algo- may be adequate for systems with e.g. a large number of
rithm for enforcing utilization bounds in real-time system machines, but they can surely become inadequate for systems
by adaptively selecting the task rates from a finite discretwith a small number of e.g. service levels. Moreover, adap-
set. In a more recent work [14], the potential drawbacks dhtion mechanisms such as admission control are discrete
the previous strategy for discrete rate adaptation areedla in nature and SLA specifications are also usually expressed

IV. DISCUSSION



using piecewise linear step functions. All these suggesblutions in polynomial time, due to splitting the problem i
that our problem is clearly hybrid (continuous/discrete) i an off-line component with high complexity and an online
nature, contains several different modes of operation amdth tractable complexity. Hence the use of mp-MILP solvers
any optimization solution should carefully take into acebu seems a very good solution for our problem.
transitions and switchings between operating modes, i.e.Furthermore, another interesting perspective is to formu-
different models may be used and possibly also differemite the problem as aoptimal control problem and use
objectives set. modern design methodologies and numerical tools for its
As outlined above, there are several methodologies thasmplete solution. In this respect, a very promising pato is
can be useful in our context, and can address all the afo@rmulate our problem in anodel predictive controfMPC)
mentioned issues. We briefly outline the most promising onesntext and théMixed Logical Dynamica(MLD) paradigm
in two broad categories. [32], [33] and solve it using powerful multi-parametric
1) Theindirect approach: Several regulation and/or op- solvers which are widely available (e.g. the multi-parainet
timization techniques can be heuristically combined tarfor toolbox for MATLAB [34]). This more general setting can
a complete control solution to the problem. be based on both linear and quadratic performance criteria,
The first isSLA-based heuristic optimizatiarsing a hill-  include state-space system models to capture dynamics and
climbing technique, such dsizzycontrol orextremumcon-  predict transient behavior, include logical variables teg-
trol. Such optimization could be used when e.g. determiningsent different modes of operation and also exploit sévera
the optimum number of machines allocated to a workloagdvantages of MPC as a control algorithm for constrained
However, such a controller could be useful only aeal control of hybrid systems.
controller, i.e. part of a more generalized hierarchicaltoa Finally, recent research efforts suggesting co-desighef t
system. control with optimal real-time scheduling [35] have shown
The second is designingegulation controllers for dy- that better control performance can be obtained which allow

namic resource allocation. This is almost always performegore space for the implementation of control algorithmswit
by utilization controllers. These controllers help avoidinghigher computational complexity.

both underutilization and overload. The simplest approach
is to employ a simple non-model based (or coarse-model
based using a simple linear relation between request rates, V. CONCLUSIONS
throughput and utilization) utilization Pl controller faur
control inputs and a mapping technique from continuous APPlication of control theory concepts and algorithms to
values to a discrete set of quality levels. Of course, adaomputing systems is not new. The autonomic computing
tive controllers (with online parameter update) or mixedyision has benefitted from the use of feedback control theory
feedforward-feedback controllers (using queuing modeis f S evidenced by the large number of relevant publications,
better prediction) can provide better performance. AgaiPoth for small scale centralized systems (see e.g. [36],
such controllers cannot solve our problem by themselvek37] and references therein), and for large scale distitbut
they need coordination (e.g. receive time-varying setpoigXtensions [38].
commands) from other higher-level controllers etc. Motivated by the recent booming in the newly-founded
One complete solution is the use of supervisory- area of cloud computing, in this paper we review the most
hierarchical- cascadedontrol structure, which may consist influential research efforts in the literature, where cohntr
of multiple cascaded loops, where the inner ones receit@eory has been employed for solving related problems of
setpoint commands from the outer ones, which at high&0S guarantees and utility computing. Our survey suggests
levels may also perform logic decision such as mode switcfhat cloud computing and the associated large scale resourc
ing with different objectives and/or adaptation mechasismmanagement and performance/revenue maximization prob-
Such approaches have appeared in the literature in sevdgins could be effectively tackled by turning to advanced
publications, as outlined abovilybrid control ideas can be control methodologies such as supervisory, cascadedichybr
also quite useful in that respect. and optimal control. We believe that sophisticated control
2) Thedirect approach: A more elegant and direct ap- theoretical solutions, characterized by a solid theoaétic
proach is to formulate the problem as a constrained optimizépundation and performance guarantees, and also accompa-
tion problem subject to several constraints and try to sitlve hied by reliable algorithms and well-tested numerical ool
using an appropriate algorithm offering a computationalljpave strong potential to overcome heuristics in perforraanc
tractable solution for online implementation. For similarFuture work will proceed with a thorough investigation of
problems in the literature, several algorithms have bedhese suggestions in simulation studies and real empirical
proposed such as integer programming, dynamic prograr@valuation experiments.
ming, mixed integer-linear programming and multiparametr  In this work, our focus has been on the resource allocation
mixed-integer linear programming (mp-MILP). While all theproblem exclusively. However, if the cloud resources are
rest run in exponential time —only sub-optimal approximateterconnected by a slow and unreliable network, then any
solutions run in polynomial time— , we have seen thasolution should address a number of additional issuesjdcl
mp-MILP is the only algorithm that can provide optimaling the problems of network instrumentation and security.
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