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Abstract—In a densely deployed wireless sensor network, a or session-specific objectives, such as reduced intederen

single node has many neighboring nodes with which direct reduced energy consumption, and increased network cgpacit
communication would be possible when using sufficiently large while maintaining network connectivity.

transmission power. This is, however, not beneficial; high trans-
mission power requires lots of energy, many neighbors are a
burden for a MAC protocol, and routing protocols suffer from Il. PHYSICAL TOPOLOGY CONTROL

volatility in the network when nodes move around. To overcome DIMITRIS-THA TO PROSESO EGO SIMERA
these problem topolgy control can be applied. The idea is to )

deliberately restrict the set of nodes that are considered neighlve

of a given node. This article surveys the most popular and Ill. GRAPH-BASED TOPOLOGY CONTROL

efficient topology control algorithms for wireless ad hoc sensor Sparsing a topology can be efficiently done locally if

networks. . . . . .
information about distances between nodes and their velati
positions is available. Several constructions for suclxipmity

I. INTRODUCTION graphs exist with different properties. In the next subsec-
};i ns, we describe the Relative Neighborhood Graph (RNG),

The rapid technological advances in low-power hardwa rabriel Graph (GG), and Localized Minimum Spanning Tree

design have enabled the development of tiny battery-paiver;
sensor nodes which are able to compute, sense phys Q{IST).
“parameters” and communicate with each other. A wireless
sensor network (WSN) is a network of large numbers @ Relative Neighborhood Graph
sensors nodes, where each node is equipped with limited onThe relative neighborhood graph (RNG) [2] of a point set
board processing, storage and radio capabilities [1]. @engs a straight line graph that connects two points from thepoi
nodes are quasi stationary, densely deployed and withelimitset if and only if there is no other point in the set that is etos
capabilities. Nodes sense and send their signals towardsoaoth points than they are to each other. A triangu-latibn o
data center which is called “information sink”. The desidn ca point set is a maximal set of nonintersect- ing line segment
protocols and applications for such networks has to be gnefgalled edges) with vertices in the point set.
aware in order to prolong the lifetime of the network because The relative neighborhood graph of a graph G = (V, E),
it is quite difficult to recharge node batteries. Additidgal denoted by RNG(G), is the set of all edges ¥ such that
it has to take into account the multi-hop communicatiothere is no vertex or poiniv whereuw ¢ E, wv ¢ E and
nature. Communication in a WSN between any two nodg@wn < ||uv|| and ||wv|| < |Juv]].
that are out of one another’s transmission range is achieved
through intermediate nodes, which relay messages to set up a
communication channel between the two nodes. /

One typical characteristic of ad hoc wireless sensor net- /
works is the possibility of deploying many nodes in a rekltv é
small area. While a dense deployment offers advantages such
as sufficient coverage control, there are also disadvasitage
due to the large number of nodes. Many nodes interfere with ' ' _
each other, there are a lot of routes, nodes might use lafge 1. Construction of RNG: Shaded region must not contaotizer node
transmission power to send packets to relatively remotemsen '
nodes, and so on.

Many o_f thes.e_ problems can be aIIewate_dtbpoIogy CoN- o obriel Graph
trol techniques; instead of using the possible connectivity of
a network to its maximum possible extent, a deliberate ehoic Gabriel Graph has been introduced by Gabriel and Sokal
is made to restrict the topology of the network. Topologif [3]- Formally, given a graptz = (V, E) and two vertices

control for ad hoc networks aims to achieve network-widér and vz in V', we say that, and v, are adjacentif the
closed disc of diameter,v, does not contain other vertices
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transmission range, if there not exist another negevhich dominating node if it has at least two unconnected neighbors

is contained by the closed disc of diametgs;. This simple- In order to reduce the size of a CDS, some extension rules

yet-effective method is used by algorithm GG to find logicadre proposed by the authors. According to first rule, a node

neighbors of a given sensor node. deletes itself from the CDS when its close neighbor set
To depict GG’s distributed operation, the logical neigtsbor(includes all its direct neighbors as well as itself) is coetgdy

of a given sensor node are found according to the followirigcluded in the neighbor set of a neighboring dominating

steps: node and it has smaller ID than the neighboring dominating

1) each sensor node broadcasts its location — at the ef@de. According to second rule, a node deletes itself from
every node in the sensor network knows its neighbo‘}ge CDS when its open neighbor set (inClUdeS all its direct
and their locations; neighbors) is completely included in the neighbor sets of

2) each sensor node; determines its logical neighbor@ two connected neighboring dominating nodes and has the
set L; by computing the closed discs of diametergmallest ID. Stojmenovic [13] proposed an algorithm for
equal to the distance between the locationspfand improving the performance of the protocol that has been

each other physica| node be|onging to mg physica| proposed in [14] Nodes classified as follows. A node is dalle
neighborhood sef; — for each physical neighbos; intermediate if there are two neighbors that are not diectl

in P, if the disc of diameters;s; does not contain connected. Intergateway node is called a node that is not
other physical neighbors @, thens; becomes a logical deleted from dominating nodes after applying Rule 1 from
neighbor ofs;. Wu & Li protocol, while gateway is called a node that is
not deleted after applying Rule 2. The author replaced node
IDs with a record that includes node’s degree and node’s
X,y coordinates. The only nodes that allowed to retransmit a
Li et al. [4] proposed the algorithrhocal Minimum Span- message are intergateway and gateway nodes. Finally,ebefor
ning Tree(LMST), which computes a “power-reduced” neta node rebroadcast a message it computes the number of
work topology by constructing a minimum spanning tree ovejne-hop neighbors that have been covered from the previous

the network in a fully-distributed manner. The aim of thisebroadcasting. In case there are uncovered neighbons, the
approach relies in the evidence that the power-reducedonetwproceed broadcasting.

C. Localized Minimum Spanning Tree

is less energy-consuming than the original network. A high degree of localization is presented by the protocol
proposed in [12]. The authors focus on reduction of the
IV. HIERARCHICAL NETWORKS duplicate message retransmissions while the messages are

0liJ]eing forwarded to the destination nodes, in order to aehiev
of a cluster head(CH) node in each cluster, in order tOefficientflooding in mobile wireless networks. The relaymisi

coordinate the cluster nodes. Cluster head is responsible 9f a given source or retransmitting.nodeare def‘i‘ned by the )
getting the measured values from its cluster's nodes, ggtge auth_ors of [12] as foIIovys.. A node is assgmed covered” if it
them and send the aggregates to the sink(s) through otff€ived a message originateduaeither directly or through
cluster heads. Several studies [5], [6] indicate that elisg '€Ua@nsmissions by other nodes. Relay pointsucdre one-

increases theetwork lifetime Although the definition of the NOP neighbors o that cover all the two-hop neighbors of

network lifetime depends on the applications’ semantics,uaThe proposed al.gorithm includes_thrlee phases. Initially,
widely accepted definition is the time until the first/lasdiso €2ch nodeu starts with an empty multipoint relay set. In the
of the network depletes its energy [7]. second phase, nodeselects as multipoint relays those one-

hop neighbors that are unique neighbors of some noda%in
_ _ o two-hop neighborhood and add them in multipoint relay set.
A. Hierarchical networks by dominating sets In the second phase, while there are uncovered nodes from
The network node clustering technique has been widelye multipoint relay set in’s two-hop neighborhood, then for
investigated in the context of mobile ad hoc networks [8gach one-hop neighbor not included in multipoint relay set
[9], [10], [11], [12], [13], [14], [7]. The proposed prototn compute the number of two-hop neighbors that it covers and
are distributed, localized and select the most significadies are uncovered yet. Finally, add in multipoint relay set tbden
as cluster heads. In order to achieve this they compute a domith the biggest number.
inating set (DS). In [9], the author assumes quasi-statjona
nodes with real-valued weights, while the Weighted Cluster B Comparison of dominating sets and LMST
Algorithm (WCA [11]) combines several properties in one In this subsection we perform a comparison of the main
parameter that is used for clustering. With Max-Min D-chrst dominating set-based clustering topology control algong
the authors [8] propose a new distributed cluster headiefectand of the LMST, along with a dynamic dominating set-
procedure, where no node is more than d (d is a value seledveded topology control algorithm, namelyZDD. Firstly, we
for the heuristic) hops away from the CH. present the primitive for estimating the importance of assen
Wu & Li [14] proposed a distributed algorithm to find anode in participating in the CDS. The construction of the CDS
connected dominating set (CDS) in order to design efficieist done “on-the-fly”, i.e., after the broadcast of the orain
routing schemes for a MANET. Every node v exchange itaessage by the source sensor node, and it is not calculated in
neighbor list with all its neighbors. A node set itself as advance; so we term this as tdgnamic CDS

The clustering formation procedure involves the electi



1) Measuring sensor node importancé&n ad hoc WSN  2) The distributed broadcast protocolExploiting the
is abstracted as a grapghi(V, E)), whereV is the set of its NZ(-) of each sensor, we design a broadcasting protocol to
nodes, andF is the set of radio connections. An edge= disseminate messages over the entire sensor network; we nam
(u,v), u,v € E exists if and only ifu is in the transmission this protocol asN'ZDD, after the initials of the words Node
range ofv and vice versa. All links are bidirectional. Thelmportance Data Dissemination protocol.
network is assumed to be in a connected state. The set o8TEP 1. Assuming that nodev has just gathered the

neighbors of a node is represented by, (v), i.e., Ny(v) = collection of its neighbors and their neighbors by “Hello”

{u: (v,u) € E}. The set of two-hop nodes of nodei.e., the messages, it calculates théZ(-) for all sensors over its 2-hop

nodes which are the neighbors of nadeneighbors except for neighborhood grapliV,. >

the nodes that are the neighbors of nagés represented by STEP 2.Then, it sorts its neighbors in descending value of

No(v),i.e., Na(v) = {w: (u,w) € E, wherew # v andw ¢ their N'Z,(-) index. —

N; and (v,u) € E}. We defineN,5(v) asNi2(v) = Ni(v)U STEP 3. Indicate which neighbors are covered by the

Ny (v). retransmission of itself. —
Definition 1 (Local network view w.r.t. nodg: The local If node v does not have links to all the other nodes of the

network view, denoted a&N,, of a graphG(V, E) w.r.t. a sensor network, then there exists at least on ngdsich that
nodev € V is theinduced subgraplof G associated with the « € Ni2(v), butwu ¢ Ny (v). Therefore, broadcast by does
set of vertices iV (v). not cover its 2-hop neighborhood. ifis the message source,

A pathfrom u € V to w € V has the common meaningit executes STEP 4a, whereag iivas designated to broadcast,
of an alternating sequence of vertices and edges fiotn it executes STEP 4b.
w. The length of a path is the number of intervening edges. STEP 4a. While its 2-hop neighborhood is not covered,
We denote bydg(u,w) the distancebetweenu and w, i.e., €xamine one-by-one the members of the list obtained in
the minimum length of any path connectingand w in G, STEP 2. If the currently examined 1-hop neighlborovers at
where by definitiondg (v,v) = 0, Vo € V anddg(u,w) = least one (not covered yet) 2-hop neighbor, then desighate t
da(w,u), Yu,w € V. Note that the distance is not related td-hop neighbor as a forwarding node. Keep examining the next
network link costs (e.g., latency); it is a purely abstraetme. 1-hop neighbor of the list, till the neighborhood is covered

Let 0., = 0w, denote the number of shortest paths from STEP 4b. If there are any 1-hop neighbors which have
u €V tow €V (by definition,o,,, = 0). Let o,,,(v) denote already broadcast the message, then find which part of the
the number of shortest paths fromto w that some vertex 2-hop neighborhood is not covered yet. While this part of
v € V lies on. Then, we define theode importancendex the 2-hop heighborhood is not covered, examine one-by-one

NZ(v) of a vertexv as: the members of the list obtained in STEP 2 (skipping any
Definition 2: The N'Z(v) of a vertexv is equal to: nodes that have already broadcast). If the currently exaanin
1-hop neighbor, covers at least one (not covered yet) 2-hop
NI = ¥ Tuw (V) (1) neighbor, then designate the 1-hop neighbor as a forwarding
wtvgwey T node. Keep examining the next 1-hop neighbor of the lidt, til
Large values for theV'Z(v) indicate thats can reach other the neighborhood is covered. =
nodes on relatively short paths, or thaties on considerable ~STEP 5.Retransmit the message, augmented by the list of
fractions of shortest paths connecting other nodes (Figre neighbors designated as forwarding nodes. <
It is relatively easy to prove that:
13(0) Proposition 1: The broadcasting nodes form a CDS.

3) Simulation results:We performed simulation experi-
ments for the protocols using the size of the generated CDS as
a measure of the communication complexity. We believe this
metric is representative of the latency metric, since a kemal
dominating set implies less broadcasting nodes, thus emall
19(0) probability of collisions, shorter message routes and kemal
17(1) processing and communication times. Besides this metdgc ha
10(0) been used in earlier studies as well, e.g., [14], [15], [V

20(0)

14(233) 16(131)

X (0) A7) assume that we are able to determine an assignment of time

slots to the sensor nodes such that no interference occels, i
no two nodes transmit in the same time slot. Such a scheme
z0 can be found using the D2-coloring algorithm from [17].
We created network topologies, modelling features such as
the existence and “strength” of clusters, density of nodes e

W (3.33) We observed that the topologies generated with procedures
R (9.33) like that in [13], or with procedures that distribute nodes
Fig. 2.  Calculation of T for two sample graphs. The numbers infandomly in the plane with random velocities and speeds,
parentheses denote théZ index of the respective node. are alike the Random Graph Model of IEHjRenyi. AIthough

this model is quite useful, we argue that it is not suitable



for ad hoc network graphs, because these graphs are modes of the clusters (since the density and the assotyativi
formed uniformly at random, but presengeup/cluster-based is the same)NZDD is the most efficient algorithm and it is
behaviour Thus, we had to resort to richer graph models thabt affected significantly by the number of clusters.

model the existence of clusters, like that of Pennock [18]. o
T T

The parameters of the network topology generator are: wl e
« gn: the number of network nodes (default valuén). g5 | AR
« gc: the number of network clusters (default vala@: 804 LT
» gd (density: a float depicting the fraction of edges N NIDD ¢ 4
relative to the edges of a complete graph wjthnodes; 2 L - i
small values ofgd simulate a small transmission radius. s e e ¥
gd controls the average node degree (default valOg: T o T -
e ga € [0.5...0.99] (assortativity: a float depicting the R
fraction of edges which exist inside the clusters, relative e S——
to the total number of edges present in the graph (default 45 - e . B
value: 70%). Large values>( 85%) simulate clusters 40 ! !
with very dense linkage inside them and only a few s 10 umber of clusters. 2
links toward other clusters, whereas values aro0:5d
completely “blur” the existence of clusters. Fig. 4. Impact of the clusters’ number on CDS size.

As competing methods, we implemented two baseline mnact of the strength of clusters. We evaluated the

schemes [14], i.e., the_ bqsm scheme without the two_rulﬁﬁpact of the clusters’ “strength” (assortativity) on thizes
(Rule 1 and Rule 2) indicated a#/L and a scheme in- ¢ \he CDS (Figure 5)A'ZDD exhibits an immunity on this
corporating these rules\(L.1+2). We also implemented the 5 ameter, which is a desirable feature for a broadcasting
MultiPoint Relaying method [15]MIPR), and its SUperior giaorithm, since (ideally) we are interested in making llyca
extension [16] AHBP). Finally, we implemented a high per-gnimal decisions, irrespectively of the existence or nbt o
formance broadcasting algorithm [18%32, and the localized ¢|sters. For the degenerate case= 0.90, NZDD as well as
minimum spanning tree broadcasting algorithm [BMST). e rest of the protocols take advantage of the well-clester

All protocols use 2-hop information, except fro8SZand atwork in creating a very small forward-node set.
LMST.

Impact of the number of nodes.We can easily figure 70 T T
out (Figure 3) the linear dependence of the CDS size on T
the network size and the efficiency of tiéZDD protocol, er &
which always performs from 4% to 10% better than the second
best performing algorithm no matter what the scale of the
network is (in terms of number of nodes). Moreover, the
performance gap betweedZDD and its competitors widens
as the network size grows.

average CDS size

400 T T T T
350
300
2 20 Fig. 5. Impact of the “strength” of clusters on CDS size.
3 200
g
[ 150 . . .
8 C. Hierarchical networks by clustering
100 Apart from this family of algorithms, a second family
50 provided mechanisms to address the energy consumption prob
o lem due to the repetitive communication by the same nodes,
200 300 oo 500 600 i.e., the cluster heads. This family of protocols essdmtial
proposed ways to “rotate” the role of cluster head among
Fig. 3. Impact of the nodes’ number on CDS size. nodes of clusters, e.g., the SPAN [19], the LEACH [5], and

the HEED [6]. The proposed methods use the residual energy
Impact of the number of clusters. The general trend (seeof each node in order to direct its decision about whether it
Figure 4) is that the larger the number of clusters is the lemalwill elect itself as a cluster head node or not. However, this
the generated CDS is. This trend is followed by all methodamily’s methods ignore topological features of the nodes.
and it is explained by the fact that a large number of clusterLEACH [5] is an energy efficient protocol designed for
implies smaller clusters with more dense linkage between thensor networks with continuous data delivery mechanism



and no mobility. Sensor nodes elect themselves as clustéstributed Multi-hop Overlapping Clustering Algorithnorf
heads with some probability and broadcast their decisiomsganizing the sensors into overlapping clusters. Howeker
The remaining nodes join a cluster, of which the cluster heashjor goal of the clustering process is to ensure that each
is closest in terms of the communication energy cost. Thewde is either a cluster head or withinhops from at least
the role of cluster head is periodically rotated among thane cluster head, whereis a preset cluster radius.

nodes to balance energy consumption, since cluster heads ha

the extra burden of performing a long-range transmission toV. SNA-BASED APPROACHES TO TOPOLOGY CONTROL

a distant sink node. Thus, LEACH counteracts the problemThe area of Social Network Analysis is a broad, diverse and
of non-uniform energy drainage by role rotation. HEED [6heoretically varied field, with a long and rich history. dnf
introduces a variable known as cluster radius which defimes imally, asocial networkis a collection of ‘actors’ (i.e., network
transmission power to be used for intracluster broadcd®. Thodes), a set of relational information on pairs of actoss (i
initial probability for each node to become a tentative ®us ireless links), and possible attributes of the actors @maf
head depends on its residual energy, and final cluster heggis links. The notion of a social network and the methods of
are selected according to the intracluster communicad®t ¢ social network analysis (SNA) is a quite old discipline almelt
HEED relies on the assumption that cluster heads can comrigve attracted significant interest initially from the soend
nicate with each other and form a connected graph; realizipghavioral communities, later from the data mining, and/onl
this assumption in practical deployments could be trickyecently from the networking community. This interest stem
In [20], the authors use LEACH-like clustering and multifrom the focus of SNA to relationships among entities and
hop forwarding for both intracluster and intercluster comm on the patterns and implications of these relationshipsA SN
nication. They provide also methods in order to compute t@uld be viewed as another network measurement task, while
optimal values of the algorithm parameters a priori. Chamd) athe traditional tasks of network measurement deal witheissu
Tassiulas [21] proposed methods in order to maximize olveralich as traffic monitoring, latency, bandwidth, congestidre
network lifetime by distributing energy consumption fgidn  analysis of the ‘social’ aspects of a network is the study
this protocol, nodes adjust their transmission power fe@eld and exploitation of the structural information present lire t
select routes to optimize performance. In [22], a multileve\etwork, such as existence and strength of communitie® nod
hierarchical structure is proposed where cluster heads getralities, network robustness to node removal, topolog
selected according to their residual energy. Buttyan €§28l. evolution over time, and so on.

propose a Position-based Aggregator Node Election (PANEL)

in Wireless Sensor Networks. PANEL is an energy-efficien{ Topology control with Edge Betweenness Centrality
protocol that ensures load balancing in the sense that emieh n . o
During past yearsyertex betweennedsms been studied in

's elected aggregator (CH) nearly equally frequently. Haswe the vest of a measure of the centrality and influence of nodes

PANEL uses thg geographical position information of thﬁ\ networks [27], [28]. Given a nodg;, vertex betweenness is
noqles_to dEterm'ne Wh'Ch of th?m should be the _aggregat_o&gﬁned as the number of shortest paths between pairs of nodes
which is a restriction in WSNs, since the geographical positi

is difficult to obtained without the use of GPS-like hardwarg 2t 'un throughy;. Vertex betweenness is a measure of the
o ifluence of a node over the information flow among nodes
or central coordination.

In [24], the authors propose a new energy efficient clusgeri of the network, especially in scenarios such that inforomati
' prop gy rf"lowing over the target network primarily follows shortest

approach (EECS) for single-hop wireless sensor networlés\/ailable paths.

which is more suitable for the periodical data gathering ;
" ) ¥ In order to compute betweenness centrality, Brandes [29]
applications. EECS extends LEACH algorithm by dynamic - . .
roposes an efficierttackwards algorithmwhich starts from

sizing of clusters based on cluster distance from the b S€t nodes of a tree of shortest paths and proaressivel
station. In the cluster head election phase, unlike LEAC P prog y

: ) - .. _atcumulates the leaf-nodes’ betweenness values movirg bas
the cluster head is elected by localized competition andats
. . o ) .towards the root node of the tree.
iteration property makes it differ from HEED. This competi- . . L
S . . . . Girvan-Newman algorithm [30] extends the definition of be-
tion involves candidates broadcasting their residual ggnés . .
Ot&\éeenness centrality from network vertices to network egdge

negorng cadate. 1 ghen node o ot e S nwroduing the Concet e BeecmiedE®). Lt
9y - Haw = (V,E) be a connected undirected graph, andand v;

EECS protocol does not consider the structural charatitsris . .

of network topology and thus cluster heads elected basedtwr? nodes inc;, respectively. Le,,, denote the number of

residual enerp T% strategy proposed in [25] is not stakb sflortest paths between nodgsand v;. Let oy, (e) denote
gy dy prop the number of shortest paths betwegnand v; which go

it requires all nodes in the WSN to be in direct transmissi Rrouah e c E. Betweenness centrality of an edgec V/
range of the base station. The authors proposed a Stratﬁ%%ot% d byEB.(e) is defined as follows),/' g '

to save energy in continuous data collection applications i

WSN by exploiting the spatiotemporal correlation. Thus, the Tuw; (€)
sink node partitions the sensor nodes with similar measured EB(e) = Z Z Toio @
values into clusters and the sensor nodes within a cluster ar vieVojev

scheduled to work alternatively in order to reduce energy di In its original implementation [31], which focuses on un-
sipation. Youssef et al. [26] proposed MOCA, a randomizedjeighted, undirected networks, EB analysis makes use of



algorithm Breadth-First Searci{BFS). Girvan-Newman algo- [15] A. Qayyum, L. Viennot, and A. Laouiti, “Multipoint relagg for flood-

rithm [30] works in the opposite way. Instead of trying to ing broadcast messages in mobile wireless networksPrateedings of
hat d . d h he the IEEE Hawaii Conference on System Sciences (HICEBR.
construct a measure that determines edges that are the nf'ﬁ?tB. Williams and T. Camp, “Comparison of broadcasting téghes for

central” for network communities, it focuses on edges tih@t a  mobile ad hoc networks,” ifProceedings of MobiHQc2002, pp. 194
the “least central” for network communities, i.e. edged tra 205.

« t betw " g t K it c it r%7] R. Gandhi and S. Parthasarathy, “Fast distributed we@finected dom-
most between™ 1or network communities. Lommuniues a inating sets for ad hoc networks,” University of Maryland Gollege

detected by progressively removing edges from the original Park, Tech. Rep. CS-TR-4559, Tech. Rep., 2004. _
graph' rather than by addlng the Strongest edges to ar"y"tldls] D. Pennock, G. Flake, S. Lawrence, E. GlOVer, and C.S}vﬂWlnnerS

. don't take all: Characterizing the competition for links dretWeb,”
empty network. In our research, we do not use the centrality proceedings of the National Academy of Sciense 99, no. 8, pp.

measure to find communities but instead to select the most 5207-5211, 2002.

energy efficient coordination algorithm for topology mairdace in ad

Specifically, steps that are used to compute the edge be- hoc networks,”ACM/Kluwer Wireless Nerworksol. 8, no. 5, pp. 481—

tweenness centrality index are the following: 494, 2002.
20] S. Bandyopadhyay and E. J. Coyle, “An energy efficiergrdnichical
1) ComPUte shortest_ paths throth the network by mea[né clustering algorithm for wireless sensor networks,Pimceedings of the
of Dijkstra’s algorithm [32]; Annual Joint Conference of the IEEE Computer and Commuinitsit
2) for each edge, compute the edge betweenness centrality Societies (INFOCOM)vol. 3, 2003, pp. 1713-1723.
index like in [31] 211 J. Chang and L. Tassiulas, “Energy conserving routingireless ad hoc
Index fike n [ : networks,” inProceedings of the Annual Joint Conference of the IEEE
Computer and Communications Societies (INFOCQM). 1, 2000, pp.
22-31.
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