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Abstract

Have you ever watched a movie that somebody recommended, @angbfelt you wasted your time? If

yes, for sure you have wished that there was a way to get, alithghe recommendation, the reason-
ing behind it. Providing explanations along with the recoemaiations is the solution. Our prototype

system MoviExplain is a movie recommender system with rekpkanations. MoviExplain proposes

a novel approach that attains both accurate and justifialeleommendations. It constructs a feature
profile for the users, to reveal their favorite features. Wkeug users into biclusters (i.e., groups of
users which exhibit highly correlated ratings on groups ofas) to exploit partial matching between

the preferences of the target user and each community c$user

1. Introduction

Recent research noticed that the acceptance of Collaberfailtering (CF) recommender systems
(like Amazon.com, MovielLens etc.) increases, when usarsive justified recommendations [6].
For instance, Amazon adopted the following two styles ofifiestion: (i) “Customers who bought
item X also boughtitem%’, Z, . ..”. This is the so called “nearest neighbor” style [3] of jlistion.
(i) “Item Y is recommended because you rated it&mand more”. This is the so called “influence”
style, where the system isolates the itexn that influenced most the recommendation of mavie

Pure Content-Based filtering (CB) systems [9] make reconaakons for a target user based on the
past data of that user without involving data from other sis@ased on pure CB, several research
works [4, 9] were able to provide explanations for their reoceendations. For instance, Billsus and
Pazzani [4] recommend news articles to users, providingdahawing style of justification. “This
story received a high relevance score, because it contengdrdsf;, f>, andf;”. Thisis a template

of the so called “keyword” style [3] of justification.

Bilgic et al. [3] claimed that the “influence” and “keywordtyses are better than the “nearest neigh-
bor” style, because they allow users to accurately predest true opinion of an item. Nevertheless,
both “influence” and “keyword” styles can not justify adetplg their recommendations, because
they are based solely either on data about ratings (ratitey,dar solely orcontentdata, which are
extracted in the form of features that are derived from tbeng.

Several CF systems have proposed the combination of cataentvith rating data [2, 8, 11] to tackle:
(i) the possible unwillingness of users to provide rating@ipthe new users in the system which have
not submitted any ratings yet (i.e., the Cold-Start probldBoth these facts result to data sparsity. By
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combining CF with CB, data sparsity can be reduced, yieltingnore accurate recommendations.
For this reason, recently proposed recommender systekesClnemaScreen [11] and Libra [3],
combine CB and CF in their recommendations. Neverthelébsumh these recommender systems
provide accurate recommendations, they cannot adequastify them.

Our prototype system MoviExplain is a movie recommendetesgswith explanations that provides
solutions to the aforementioned problems. It relies on #matratic nature of voting. In essence,
MoviExplain uses a simple heuristic to interpret a ratingabyser A to a movie B, as a vote to the
features of movie B (actors, directors etc.). Based on themseires, MoviExplain builds a feature
profile for each user.

MoviExplain groups users intoiclusters i.e., group of users which exhibit highly correlated rg&n
on groups of movies, to detect partial matching of usersgpemces. Each bicluster acts like a
community for its corresponding movies; e.g., in a systeshithicommends movies, such a group may
be users that prefer comedies. Moreover, by using groupsadf individual users, the extracted
features are collective, reflecting preferences of whotaroanities. As a result, collective features
cover wider range of users preferences and result to bejéareations.

The justification style of MoviExplain combines “keyword'ith “influence” explanation styles [3],
having the following form: “MovieX is recommended because it contains featurés. . . which are

also included in movieg, W, ... you have already rated”. If inside the user’s feature profilese

features are frequent, this is a strong evidence for jusgifthe recommendations.

2. Related Work

Regarding research on explanations, many pure CB systewesth@d to provide explanations to

users. For instance, Billsus and Pazzani [4] recommend aeticdes to users, providing also ex-
planations for reasoning their recommendations. In 200@omM¢y and Roy [9] proposed a method
based also on pure CB for recommending books. These workes pieneering for the problem of

explanation and inspired subsequent research on comi@trand CB for explanation purposes. In
the area of CF, there is a little existing research on explgirin 2000, Herlocker et al. [6] proposed
21 different interfaces of explaining CF recommendatidBg.conducting a survey, they claim that
the “nearest neighbor” style is effective in supporting lergtions. Amazon.com’s recommender
system early adopted the “nearest neighbor” explanatide.dn 2005, Bilgic et al. [3] demonstrate,

through a survey, that the “influence” and “keyword” styles hetter than the “nearest neighbor”
style, because they help users to accurately predict thueidpinion of a recommendation.

3. MoviExplain Web Crawler

MoviExplain uses a web crawler to search for informationwgbnovies on the Web. The movies
information concerns the basic movies characteristiesitkcast (directors and actors), their official
web pages, posters and various photos, movie genres eteoltar a search engine summarizes this
content and adds the appropriate links to their indexess,Tdauser can search for his favorite movie
using the MoviExplain search engine and get updated infoomabout its features. MoviExplain is
fully integrated to the well-known Internet Movie Data B84 DB) web site.



4. MoviExplain Database Profiles

As described previously, MoviExplain’s database profilestain users ratings and movies features.
The feature extraction has been done from the Internet Mogtabase (IMDB). In this work, fol-
lowing related research, e.g. [11], we select as moviesifesitthe actors, directors, and genres. In
the following, we describe how we build the feature profil@aafser.

CF algorithms are based solely on rating data. We assumththetting data are given with matrix,
where the rating of a userover a movien is given from the elemen®(u, m). An example is given

in Figure 2a, wheré/, _; are movies and’; _g are users. The null cells (no rating) are presented with
dash. As rating profild?(U}) of userUy, we define the set of rated (i.e., non null) movies in ki

row of matrix R. For instanceR(U;) = { M, M3, M;}.

In contrast, CB algorithms are based solely on content da@.assume matrix’, where F'(m,f)
element is one, if movien contains featuref and zero otherwise. In Figure 2b, for each movie
we have four features that describe its characteristics.ekample, these features can be names of
actors or directors. As movie profilé( M) of movie M;, we define the set of featurgsfor which
F(My, f) have one value. For instandé(Ms) = { f2, f3}.

My, M, Ms; My Ms; Mg M; i fo fs fa A fo f3s fa
|5 - 2 - 1 - - Mi|1 0 O O|fpy]1 0o 0 O
Uy | 2 - 4 1 4 3 - M0 1 1 Oflyy|1 1 3 3
U | 4 - 2 - 2 - 5 My 0O O 1 1|12 0 1 0O
Uyl - 3 1 4 - 5 2 My O 1 O 1)y 2 2 2
Uus| - 2 4 2 5 1 - Ms) 0 1 1 1\lyus|0 1 2 2
U, 6 5 1 - 1 - - 3 M 6 1 0 1 1 U6 2 0 1 0
U, | - 2 5 - 4 1 - Mz/1 0 1 Ojjly;|l0 1 2 2
Us|! 1 4 - 5 4 3 - Us|1 3 3 3
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Figure 1. Running example: (a) User-movie matrixR (b) Movie-Feature matrix F' (c) User-Feature matrix P

For the construction of the feature profile of a user, we usesdtige rating thresholdP., to select
the items whose rating express a “positive” preference byser. Thus, to find the favorite features
(actors, directors etc.) of a usewho rated positively (abov®,) some movies, we build his feature
profile. We assume a matri¥,, whose elemen®P(u, f) denotes the correlation between useand
featuref, and is given by Equation 1.

P(u,f)= > F(m,f) 1)

VR(u,m)>Pr

In our running example, assuming thiat = 2, the resultingP matrix is depicted in Figure 2c. As
feature profileP(Uy) of userUy, we define the set aP(u, f) elements irk-th row of matrix P with
value higher than zero. For instané&Us) = {(f2, 1), (f3,2), (f4,2)}.



5. MoviExplain Recommendation Engine

The Recommendation Engine is the heart of the MoviExplagtesy. It aims to provide both accu-
rate and justifiable recommendations. The recommendalgmmidom contains four stages: (i) The
creation of user groups , (ii) the feature-weighting, (ihg neighborhood formation, and (iv) the
generation of the recommendation and justification lisighe following, we describe each stage in
detail.

5.1. Creation of Users Groups

To provide recommendations to a target usewe have to find groups of users that have similar
rating behavior as. Therefore, users have to be organized into groups acaptditheir ratings.
We propose the simultaneous clustering of users and maviglsigtering), which discovers groups
of users exhibiting highly correlated ratings on groups oiias. The creation of biclusters is done
off-line, without burdening the on-line recommendationgedure. This means that our approach can
provide real-time recommendations very efficiently in termhexecution time.

In MoviExplain, biclusters allow the computation of sinitgt betweenu and a biclusteb onlyon the
items or features that are includediinThus, partial matching of preferences is taken into actoun
Moreover, we are able to extract collective community fesguthat can be used for justifying our
recommendations. In particular, we adopt the xMotif aldon, which looks for subsets of rows and
subsets of columns with coherent values [10].

A biclusterb, detected by xMotif, corresponds to a subset of usgrthat jointly present coherent
rating behavior across a subset of movidg and satisfies the following conditions: (i) the number
of users inU, is a fraction (user-defined) of all users, (ii) every movielif) is conserved across all
the users inJ,, and (iii) for every movie not inV/,, the movie is conserved in at most a fraction
(user-defined) of the users ,. These conditions mean that xMotif allows a user or moviedo b
included in a bicluster, even if there exist a fraction ofitihating values which cannot not defined as
interesting ones (ratings under tie threshold or null values). This is useful for the case of spar
rating data.

In Figure 3, we have applied the xMotif algorithm in our rumpiexample. We found four biclusters
which consist, at least, of 2 users and 2 movies.

My, M, Mg Ms M; M; M,
Us | - - - 2 2 4 5
Us | 1 1 - -5 3 bi: Uni={Us, Us, Ui}, My, = {M,, M7}
U - - - .2 .5 -
UI5 > 2 115 4, . by U= {Us, U, U, Ug}, M= {Ms, M5}
Ur| - 2, Lad.5.0 - | by Ups= {Us, U, Mz = {Ms, Ms, M
U2 1 _ E 3 4 4 § 2 _ 3. b3 { 2 8}7 b3 { 6 5 3}
U8 S 4 E..E.; ..... ‘!' ..... 5 ..E 1 R b42 Ub4= {Ug, U4}, Mb4= {M4, Mz, M(,, M5}
u,|4 3 5 - 1 -2

Figure 2. xMotif algorithm is applied to matrix R finding 4 biclusters in our running example.
Notice that two biclusters may overlap, which means thagisgvows or columns of the matrix may

participate in multiple biclusters. Moreover, to undensthow xMotif finds biclusters with coherent
values, notice that in biclustég, movie M5 is included, even if, it has not been rated by user

4



5.2. Feature-weighting

In this step, we weight the feature profiles of users, to fipnth@se features which better describe a
user and (ii) those features which better distinguish homfothers. The feature-weighting scheme is
based on the well-known TFIDF scheme [1]. Thus, fréhmatrix we define a new weighted matrix
W. As mentioned, we use a simple heuristic to interpret agdiyna user A to a movie B, as a vote
to all features (actors, directors etc.) of B. Thereforaefdes-weighting compensates for the cases
where A does not necessarily likes all the features of theiepdecause weighting designates only
the features that are relevant to A.

Finally, similarly to the users’ weighting scheme, we weigiie features contained in each found
biclusterd. In particular, similarly to the feature profile of users, generate a feature profile of each
bicluster. We defind’s matrix whose elementBz (b, f) are given from the frequency of featufan

a biclusten. Thus, fromPg matrix we generate the weightétdz matrix.

5.3.  Neighborhood Formation

In the following, we search the groups (biclusters) we harenkd to find thet nearest ones ta.
The neighborhood formation requires to measure the sittyilaf « to each of the biclusters.

To measure similarity between a useand a biclusteb, we have two options:

(i) To consideronly the similarity between the set of movidsg, that are included i and the set
of movies M, rated byu. In Equation 2, we adapt the cosine similarity measure teiclem the
aforementioned option:

Z R(uam)RB(bam)
YmeM,NMy

> R(u,m)? > Rp(b,m)?

YmeM,NM, YmeMyNM,

()

simy(u,b) =

This way, u is partially matched withb, by focusing only on the subset of movié$, N M, and
ignoring the rest movies thathas rated. Note that can be matched against several biclusters, thus
each bicluster contributes as candidates for recommemgdlie movies it specializes on.

(ii) To consideronly the similarity the set of features, that are included ith and the set of features
F, of u (these are the features ofgiven in the weighted matrix/’). In Equation 3, we adapt the
cosine similarity to consider this option:

Z W(“v f)WB(bv f)

simp(u,b) = VieFunFy - - (3)
> W(u, f) > Wab, f)
VfEFunFy VEFunFy

As our objective is to provide both accurate and justifiab®mmendations, we weight equally (with
weight 0.5) the two similarity measures into a single oneciis given in Equation 4:

sim(u,b) = 0.5 % sim;(u, b) + 0.5 % simpg(u, b) 4)
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In our running example, fot/; and number of neighbors = 2, the nearest-biclusters &f, are
(b1, by).

5.4. Generation of the Recommendation and Justification Lis

For the target uset, the final step is to generate the recommended movies andgticgation for
each recommended movie. We identify the movieg'snbicluster neighborhood, which are both: (i)
highly preferred by other users, according to their ratingbe Rz matrix, and (ii) contain significant
features, according to the weighed matri; (we exclude movies that have been already rated by
u). By taking into account both factors, we sort the movies mmbdmmend theV top ones [V is a
parameter).

In our running example, assume that we want to recommend oneno user/; (thus,N = 1). By
using only the first nearest bicluster©f (i.e., k = 1), which isb;, we get the features of the movies
in b;. The movies i, are M,, = {M;, M-}. The feature profile of\f; is F(M;) = {f1} and the
feature profile ofM; is F'(M;) = {fi, fs}. Next, we find the frequency of the features inside the
neighborhood ot/;. We get that,fr(f;) = 2 and fr(f;) = 1. Finally, for each movie, we sum the
frequency of its features and find its weight(M;) = 1, w(M7) = 3. Thus,M; is recommended,
because it has higher weight thaf .

The justification for each recommended movie is generatetthdige features in the movie’s profile,
which exist also in,’s feature profile. The qualifying features are ordered ediog to their frequency
in thewu'’s feature profile, and form the justification list for the oceemended movie.

In our running examplef; is the only feature existing both in the profile of the recomaded movie
M- and the feature profile of the target uggr Therefore, the justification that;, receives for)M;
will be the following: “Movie M; is recommended, because it contains feafiyyevhich is included
also in movieM; you have already rated”.

6. MoviExplain Web Site

Users interact with MoviExplain through its web site httgelab.csd.auth.gr/MoviExplain.

MoviExplain consists of 3 sub-systems: (i) the Search Emg(i) the Rating System and (iii) the
Recommendation with Explanation System. The Search Erigeps updated information about
movies and their features, which are collected by the wabder. The Rating System is meant to
help a user to keep track of the movies he has rated. Basedsea thatures, MoviExplain builds a
feature profile for each user. Finally, MoviExplain prowsdes explanation, the feature that influenced
most a recommendation, showing also how strong is this ffeatuthe feature profile of a user.
As shown in Figure 4, the link “The reason is” reveals the faedeature that influenced most the
MoviExplain’s recommendations, while the link “because yated” shows how strong is this feature
in the feature profile of a user.

7. Experimental Results
In this section, we experimentally study the performancthefproposed MoviExplain System. For

comparison purposes, we include as representative of thredh@FCB algorithms, the CinemaScreen
Recommender Agent [11] denoted as CinemaScreen. As repaése of the hybrid CBCF algo-



our Justified Recommendations

[Movie id] [Movie title] [The reason is] [because you rated]

1626

Figure 3. Explaining Recommendations

rithms, we use the Libra System [3] denoted as Libra. Finallg include in our experiments a

state-of-the-art cluster-based CF algorithm [7] denoseDBl. We compare all approaches in terms
of their recommendations accuracy and their ability to mte\qualitative explanations, by using an
objective measure.

Our experiments are performed with the 100K MovielLens redé det, which consists of 100,000
ratings assigned by 943 users on 1,682 movies. The rangérajsas between 1(bad)-5(excellent).
The extraction of the content features has been done bynpgiwith the contents of the internet
movie database (imdb) and selecting 3 different classesabiifes: genres, actors, and directors. The
join process yielded 23 different genres, 1,050 directacs 3640 different actors and actresses. To
ease real users recognize the features used for explanatdiocused on the 3 most paid actors or
actresses as features of each movie, because they are eftdmawn.

In the following experiments, the default size of the recaanahation list,V, is set to 20, the neigh-
borhood sizé:, is set to 10, the size of the training set is set to 75% andhteshold for positive
rating P, is set to 3. For the biclusters generations, xMotif algonitiesulted in 991 biclusters.

7.1. Evaluating Recommendations and Explanations

A recommender system provides to a useljst L = {Mj, ..., My} with the N top recommended
items. To measure the accuracy of the recommendation liste use the well known measures of
precision and recall ([11] argues that, due to the partrdida of movie industry, precision may be
more significant than recall). In particula’V denotes the size of the recommendation listR,
denotes the number of relevantitems (i.e., those ratecehthanP, by «) that are included i, and

R denotes the total number of relevant itemsdoPrecision and recall are defined as follows:

e Precisionis the ratio of R, to IV.

e Recallis the ratio ofR;, to R.

Precision and recall concern only the rating profile of a usand measure the accuracy/of How-
ever, precision and recall cannot distinguish betweenevaek item from a more relevant item [1].
To cope with this problem and to measure the quality of thefjcation, we introduce a user-oriented
measure, calledxplain coverageSince we are interested in the overall quality of the predigus-
tifications, for a user that receives a recommendation listwe combine the justifications of all
recommended movies in a single, ordejestificationlist J = {(f1,cp,), ..., (fm, cs,.)} This way,
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J contains the union of features that are included in all sgpgustifications of movies in. Since
a feature may appear in the justification of more than one espvor each feature it we sum the
corresponding frequencies in all separate justificatidimis, each paiff;, c;,) denotes that feature
/i has overall frequencyy, inside L. In our running example, by assuming théat= 2 movies are
recommended, we can find that these are mowigsand M. Since only featuref; exists in the
profiles of M; and M, andU; (the target user), we have that= {(f1,2)}.

For a usemw that receives a recommendation listtheexplain coveragéor the justification list/ is
defined as follows:

Z min{cy,, P(u, f;)}

V(fi,Cfi)EJ

VfieF

(5)

Ezxplain coverage(u, J) =

Explain coveragdakes values in the range [0, 1], whereas values closer targéspond to better
coverage. In our running example, we have previously fomatlt = {M;, M} andJ = {fi,2}.
SinceP(U;) = {f1}, we getcoverageequal tomin{2,1}/1 = 1. Explain coverageneasures how
much the features im’s feature profile are covered by the features of the itemluded in L. If
explain coveragés high, then the justification is more effective, as thedead that are included in
the justification list/ can be easily recognized and accepted by the user. Sicoatains the union
of features in the separate justifications of recommendedengit characterizes their overall quality.

We also use other coverage metrics to indicate if our systanpooduce recommendations that cover
a wide range of movies. This means that a system should nppoovide as recommendations only
blockbusters movies but also movies that the user may novbeeaof. Thus, we use three additional
coverage measures, which have been proposed by Salter aoofoulos [11] paper. In particular,
thestandard coveragehecatalog coveragand theprediction coveragare described as follows:

e Standard coveragis the average number of movies for which the system prodeoesnmen-
dations for each user. This is calculated as a percentagpe tdtal movies in the database.

e Catalog coverages the percentage of movies for which the system ever pralacecommen-
dation.

e Prediction coverageounts how many of the movies that had been rated by the useeab
P, and in our experiments have been removed from his ratingl@rad test for unrated/new
movies), are finally recommended to him. This is calculated percentage of the total number
of positive ratings removed from the test data set.

7.2. Measuring Precision, Recall, and Explain Coverage

First, we compare the four algorithms by measuring pregigs recall. Figure 5a plots the precision-
recall diagram for the four algorithms (precision and reage¢ given as percentages). In particular,
to obtain varying precision-recall values, we varied thenbar of the recommended movies (i.e.,
the parameteN). As expected, MoviExplain attains the best precision lrcases. The reason is



two-fold, MoviExplain takes into account the duality betmeusers and items by using biclustering,
and, moveover, it detects partial matching of users’ pesfees. Libra has better precision than
Cinemascreen because its CF algorithmic step is applied@RB, focusing more in the users’ ratings.
Finally, DM has the smaller precision, because it is not ltyand does not tackle well the sparsity
problem.

[+ Movi Expl ai n G nemascr een --Li bra — DM — Movi Expl ai n =G nemaScr een - Li bra — DM
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Figure 4. Comparison between MoviExplain, CinemaScreen, ibra and DM in terms of (a) precision vs. recall and
(b) explain coveragevs. N.

Next, we compare the four approaches in termsxdlain coveragess. the sizeN of the recom-
mendation list. The results are presented in FigureeXpl@in coverages given as percentage).
For all methodsexplain coveragancreases with increasinyy, because more recommended movies
(resulting from higherN values) are able to cover more the profile of the target usdmwvever,
MoviExplain outperforms the other methods in all cases. rfEason is that MoviExplain uses groups
of users, whereas the other methods are based on individaed.uThus, MoviExplain can extract
collective features that provide more qualitative juséifions. CinemaScreen has betgplain cov-
eragethan Libra, because its CB algorithmic step is applied alierfocusing more in the movies’
features. DM has the smallexplain coveragebecause it does not focus on movies’ features at all.

7.3. Measuring Recommendations’ Diversity

In this Section, we compare the four approaches in termsedtdindard coveragehecatalog cov-
erageand theprediction coverageas shown in Table 1. As expectedfandard coverages high for

all methods except DM. This is because DM is a pure CF algordhd can only make recommenda-
tions for movies that at least few users have rated. The sppieafor thecatalog coverageCatalog
coverages a good guide to the novelty of recommendations. As shovaoinmn 3 of Table 1, the
catalog coveragés high for all methods that combine CF and CB, which attaghliecommendation
diversity. Finally, theprediction coveragés very high for all four methods, as shown in column 4 of
Table 1. That is, all recommendation techniques are capdblecommending movies that were in
the users’ rating profile.

8. Conclusions
The need of providing justifiable recommendations has tcattracted significant attention, espe-

cially in e-commerce sites (Amazon, e-bay etc.). In thisgpawe proposed MovieExplain, a movie
recommender system that goes far beyond just recommendmggesn It attains both accurate and



Algorithms | standard coverage catalog coverage prediction coverage
MoviExplain 79.7 85.4 96.5
CinemaScreen 64.1 77.1 91.7
Libra 75.2 86.8 93.2
DM 33.7 38.7 95.5

Table 1. Comparison between MoviExplain, CinemaScreen, bra and DM in terms of the standard coverage, the
catalog coverage and the prediction coverage

justifiable recommendations, giving the ability to a usercheck the reasoning behind a recom-
mendation. We defined thexplain coverageatio as an objective metric to measure the quality of
justifications. We performed experiments that illustréie superiority of our approach over recently
proposed hybrid approaches. In the future, we indent to mdéoviExplain also natural language
processing to provide more robust explanations.
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